Universal biases in Algonquian-specific
contexts

Christopher Hammerly - University of British Columbia

Linguistic and Cognitive Science Meet Diversity Workshop
Max Planck Institute for Evolutionary Anthropology

Leipzig, Germany
July 1, 2024



The big pictures




The big pictures

A major question in linguistics:




The big pictures

A major question in linguistics:

To what degree can seemingly language-specific phenomena be captured

with general principles (of our linguistic and/or cognitive faculties).




The big pictures

A major question in linguistics:

To what degree can seemingly language-specific phenomena be captured
with general principles (of our linguistic and/or cognitive faculties).

A major question for (Indigenous) language learners/teachers




The big pictures

A major question in linguistics:

To what degree can seemingly language-specific phenomena be captured
with general principles (of our linguistic and/or cognitive faculties).

A major question for (Indigenous) language learners/teachers

How can we best teach/learn key language patterns that are seemingly
hard to analogize with the majority language?
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A major question in linguistics:

To what degree can seemingly language-specific phenomena be captured
with general principles (of our linguistic and/or cognitive faculties).

A major question for (Indigenous) language learners/teachers

How can we best teach/learn key language patterns that are seemingly
hard to analogize with the majority language?

At a high level, one goal of my research program is to answer these two
questions in a harmonic fashion, using a variety of methods and tools.
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Understanding argument structure

A major task in language comprehension is to arrive at a representation of
who is doing what (to who). With a simple transitive event:

 Who is the agent (do-er)? Who is the patient (undergo-er)?

This can be surprisingly difficult (e.g. Ferreira 2003), especially when an
argument of the verb is displaced, forming a filler-gap dependency:

The man who the dog was bitten by...
e This sentence is hard on a number of dimensions:

1. Violates heuristics (who is likely to be an agent)

2. Use of passive voice (promotes the patient to subject position)

3. Use of “object” relative clause (makes a long movement dependency)




Guiding Questions

Why are some movement (filler-gap) dependencies harder to process
than others?

1. What effect does person-animacy information have? Specifically
obviation, a system common in Algonquian languages

2. How is voice used? Specifically direct-inverse agreement systems

The testing ground: Filler-gap processing in relative clauses in Border
Lakes Ojibwe.
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Subject relative clauses (and subject gaps in general) are easier to process
than object relative clauses (e.g. Kwon et al. 2010 for a review)

Animate SRC: There’s the senator who  quoted the journalist.

Animate ORC: There’s the senator who the journalist quoted

Theory: When a filler is ID’d, a subject gap (or agent role) is expected.
= When correct (with SRCs) processing is easy.

= When not correct (with ORCs) processing is harder due to reanalysis.
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Animacy and the Subject Gap Advantage

Inanimate SRC: There’s the report that  quoted the journalist.

Inanimate ORC: There’s the report that the journalist quoted .

Animacy Effect: The “subject gap advantage” is diminished or disappears
when the head noun is inanimate (Mak et al. 2002; Traxler et al. 2005;
Gennari & MacDonald 2008; Wagers & Pendleton 2016).

In predictive terms, we can say that the predicted probability of a
subject gap is modulated by the animacy of the filler:

= Animate nouns lead to a strong subject-gap (or agent) prediction

=Inanimate nouns weaken/erase the subject-gap (or agent) prediction
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Proposal: The PAH guides incremental commitments

A generalization: Higher ranked categories on the PAH engender
strong subject/agent gap predictions than lower ranked ones

Abbreviated PAH: FIRST/SECOND > ANIMATE > INANIMATE

Position/Role Hierarchy: SUBJ/AGENT > OBJ/PATIENT

In other words: “Direct” alignments are expected over “Inverse”

ANIM > INAN ANIM > INAN

SUBJ > OBJ SUBJ > OBJ

Question: What about other categories on the PAH?




Ojibwe Quick Facts

1. An Algonquian language, spoken around the Great Lakes
Region of North America

2.  As many as 90,000 speakers across a wide variety of dialects,
including L1 and L2 speakers

3. Itis called Anishinaabemowin by speakers of the dialect of
interest here

4. The data presented here is from work with speakers of the
Border Lakes dialect (within the broader dialect group of
Southwestern Ojibwe), spoken in Northwest Ontario



Border Lakes Ojibwe
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What is “obviation”?

“Proximate” Person

Animate Person(s) 1

“Obviative” Person(s)
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Obviation: Transitive Sentence

f 4

o-baapi’-aa-n iniwe abinoojiin-yan awe ikwe « ”
. DIRECT
3-laugh-DIRECT-OBV that child-OBv that woman.PROX
- . . . iy PROX — OBV
That woman (PROX) is laughing at that child (OBV)
S Taugh TVERSEOBY that womanOBy that chIAPROK. “INVERSE”
-laugh- - at woman- at child. OBV — PROX

“That child (PROX) is being laughed at by that woman (OBV)”



Proposal, again: The PAH guides incremental commitments

The generalization: Higher ranked categories on the PAH engender
strong subject/agent gap predictions than lower ranked ones
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Proposal, again: The PAH guides incremental commitments

The generalization: Higher ranked categories on the PAH engender
strong subject/agent gap predictions than lower ranked ones

Expanded PAH: LOCAL > PROXIMATE > OBVIATIVE > INANIMATE

“Direct” alignments are expected over “Inverse”

PROX > OBV PROX > OBV

SUBJ > OBJ SUBJ > OBJ

Hypothesis: Like animate nouns in English, proximate nouns in

Ojibwe should be predictively encoded as subjects/agents.
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Stimuli Design

Onaabandan mazinaakizon ...
chooose picture
“Choose the picture with...”
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Stimuli Design: Analysis Regions

...Preamble... = Ambiguity! Disambiguation!

. gichi—aya’aaé gaa—baapi’%aa—d inini-wan Head = Proximate
.. elder.PROX : REL-laugh +DIRECT-3 man-OBV Voice = Direct

. gichi-aya’aa§ gaa-baapi’éigo-d inini-wan Head = Proximate
.. elder.PROX REL-laugh :INVERSE-3 ~ man-OBV Voice = Inverse
.. gichi—aya’aaén gaa—baapi’%igo—d inini Head = Obviative
.. elder :OBV REL-laugh :INVERSE-3 man.PROX Voice = Inverse
.. gichi—aya’aai—n gaa—baapi’éaa—d inini Head = Obviative
.. elder :OBV REL-laugh :iDIRECT-3 man.PROX Voice = Direct



The main question

During the ambiguous region, where it is not yet known for sure
whether the head noun is the agent or patient, do Ojibwe listeners
make an assumption based on obviation?

* By looking at how people’s eyes move around to different pictures
during this region we can ask...

* ...do they look more at the picture where this noun is the agent or do
they look more at the picture where this noun is the patient?

We also looked at the final image selection responses; feel free to ask
about these results in the question/discussion period!
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Summary of results

Under ambiguity (before Voice):
* Anticipatory looks towards the agent image with proximate heads
* No preference with obviative head nouns

This is just what we expected based on the analogy with animate versus
inanimate nouns!

One unanswered question to this point: Why do inanimate and obviative
nouns lead to no preference rather than object/patient preferences?




The Proposal in a nutshell

There are two competing pressures (critical to this narrow
discussion) in argument structure processing:

1. Agent First Preference: Assign agent role to the first noun in
the sentence you encounter, regardless of animacy/obviation.

2. PAH Alignment Preference: Align agent role with higher
ranked categories, and patient with lower ranked categories



Returning to the results

Under ambiguity (before Voice):

* Anticipatory looks towards the agent image with proximate
heads

= Agreement between pressures: Agent-First (Filler = Agent)
and PAH Alignment (Proximate = Agent)

* No preference with obviative head nouns

= Conlflict between pressures: Agent-First (Filler =Agent) and
Proximate-Agent (Obviative = Patient) preferences.

Agreement between pressures leads to strong agent prediction,
conflict between pressures leads to lack of any prediction!



L.essons

 There are various pressures, and they often compete, leading to
complex interactions. These pressures are very general and are not
unique to Ojibwe.

* QOjibwe speakers make active use of obviation information (i.e.
person-based prominence information) as a sentence unfolds.

* The effect of obviation has the exact same profile as animacy,
allowing for a unified account of the two phenomena

* Learners and linguists alike can make use of these findings to
understand what it means to speak and understand Ojibwe.
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The Technical Proposal

The Revised Active Filler Strategy (Hammerly 2020)

A filler predictively and incrementally extends a comprehender’s
syntactic representation to include a movement chain such that:

a. The chain terminates in a theta-assigning position

b. Each link minimizes syntactic distance (e.g. de Vincenzi 1991)

c. Each link maximizes (expected) well-formedness (e.g. Wagers
& Pendleton 2016)



Chain Termination

Two possible argument positions in a transitive clause

FILLER ... [ sums... [ Eaflvp 1a]] EA = Agent

>

FILLER ... [w __SUBJ ... [vp __EA [vp 1A ] 1 IA = Patient

>



Minimize syntactic distance

The effect of interest that follows from distance minimization is the Agent
First Preference (the Subject Gap Advantage also follows)

Agent First Preference:

FILLER ... [w __SUBJ ... [vp __EA [vp 1A ] 1

>

Shorter chains
>

FILLER ... [r  sums... [w Eaflvp 1a]] Longer chains

>
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Idea: Incremental predictions are generated based on what syntactic representations
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Maximize (incremental) well-formedness
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Direct alignments: Syntactic consequences

With “direct” alignments, the proximate agent is promoted to subject position
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Inverse alignments: Syntactic consequences

With “inverse” alignments, the proximate patient is promoted to subject position
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Returning to the results

Under ambiguity (before Voice):
* Anticipatory looks towards the agent image with proximate heads

= Alignment of pressures underlying Agent-First (Filler = EA) and
Proximate-Agent (Proximate = EA) Preferences.

* No preference with obviative head nouns

= Conlflict between pressures underlying Agent-First (Filler = EA) and
Proximate-Agent (Obviative = IA) preferences.

Following disambiguation (after Voice):
* More accurate responses with proximate heads
= The emergence of the Subject Gap Advantage
* More accurate responses when the head is the agent (regardless of obviation)

= The emergence of the Agent-First Preference



