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Language complexity
We know that languages encode information in the morpho-syntactic realm in very
different ways

For example, some languages have more elaborate morphological systems, while
others mark relations with stricter word order

Vietnamese: Anh ãý sẽ ngôi (Badosa Roldós, personal communication)

3SG.M DEM.MED FUT sit - “He will sit”

Catalan: seurà

sit.3SG.FUT.IND - “He/she will sit”
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Why are languages different?
The language internal hypothesis: languages change from
one configuration to another through internal processes
only, such as grammaticalization and lexicalization

Sapir ( ): all languages are essentially perfect1933

Does this mean that they are equally complex?

Bickerton ( ), Bickel et al. ( ): language is given as
it is from human genetics, and language change and
variation is merely “recycling” through this space

2007 2024
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Why are languages different?
The cultural evolution hypothesis: language is a cultural tool
which adapts to a combination of cognitive, cultural,
demographic, and ecological factors

Evans & Levinson ( ): biological and cultural evolution
interact with one another. Languages change because of
cultural factors, constrained by biology

2009

As languages are spoken by people in different (cultural,
social, ecological) situations, one can consider it a complex
adaptive system ( )Bentz, 2018

6



The Language Niche Hypothesis (LNH)
Out of the ideas of language as an adaptive system comes the Language Niche
Hypothesis: languages adapt their morphosyntactic complexity to their social niche
( ; )Dale & Lupyan, 2012 Wray & Grace, 2007

Languages are ordered on an esotericity continuum

Exoteric languages are spoken by large groups of people, over large areas

These languages tend to have more L2 speakers

They will tend to, then, use simpler morphology to accommodate for
adult learners, and favor lexical (syntactic) strategies

Esoteric languages are spoken by smaller, more tightly connected groups of people

These languages are pressured towards informational redundancy in order to
favor child acquisition

They will tend to acquire, then more complex morphology
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Developments in the LNH
The validity of the LNH has been debated over the last 15 years. Some recent
developments:

In favor: Chen et al. ( )2024

“[S]ociopolitical esotericity tends to correlate with morphological complexity, in
the sense of more explicit markings and distinctions” (p. 9)

“[S]ociopolitical exotericity tends to correlate with more complex syntax,
including more syntactic layering and more obligatory syntactic categories and
distinctions” (p. 9)

Against: Shcherbakova et al. ( )2023

“Both [proxy measures for complexity] scores are best predicted by the
combination of phylogenetic and spatial effects” (p. 4)

“None of these relationships are negative as predicted by prior studies” (p. 6)
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How to measure language complexity
We can see two main ways to measure morpho-syntactic complexity

1. The descriptive (grammar-based) approach: use descriptions of language (usually as
compiled in databases such as WALS ( ) or Grambank
( ) )

Dryer & Haspelmath, 2013
Skirgård et al., 2023

Number of categories in features such as grammatical case, number distinctions
[e.g. Chen et al. ( )2024

A language with 5 nominal cases is more complex in this metric than a language
with 3 cases, which is in turn more complex than a language with no case
markings

Fusion and obligatoriness of markers (e.g. )Shcherbakova et al., 2023

A language which fuses markers of different morphological information together
is more complex than one in which form and function approach a 1:1 ratio
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How to measure language complexity
2. The information-theoretical (corpus-based) approach

Type-to-token ratio (TTR)

Divide the number of unique “words” (types) by the total number of words
(tokens)

Shannon Entropy ( )Shannon, 1948

How much information does a message contain in the context of other
messages?

Kolmogorov complexity ( )Kolmogorov, 1963
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Why Catalan?
Catalan is an interesting language to study as (potentially)
an adaptive system because

It has a multifaceted nature and history

In the Middle Ages, an international language under the
Crown of Aragon

Despite receiving variable state support and being
considered a minoritized language in all four states
where it is spoken (

), it has maintained high vitality
Baylac-Ferrer & Ferrerós-Pagès, in

press

It is very well documented
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Research questions
Can we get a sense of what the complexity of one language
is over time using corpus-based methods?

Will this match descriptive accounts of diachronic
changes in grammar?

Can we see a morphology-syntax tradeoff in the complexity
of a language over time? ( )Nijs et al., 2025

Can we correlate changes in the complexity of a language
using extra-linguistic (demographic, historical) factors?

Will changes in the complexity of the language match with
changes in the social structure of the societies that speak it?
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Methods
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Kolmogorov complexity
Kolmogorov complexity is understood as the shortest possible description length of a
string (example from )Ehret & Szmrecsanyi, 2016

1. cdcdcdcdcd (10 characters) → 5×cd (4 characters): less complex

2. cdgh39aby7 (10 characters) → cdgh39aby7 (10 characters): more complex

In language terms, this means that languages with more regularities will tend to reflect
a lower Kolmogorov complexity

1. Fish fish fish fish fish fish fish has a lower Kolmogorov complexity score than

2. Els peixos que els peixos pesquen pesquen peixos que els peixos pesquen

Kolmogorov complexity has been used to measure language complexity since Juola
( ). See Juola ( ), Ehret & Szmrecsanyi ( ), Nijs et al. ( )1998 2008 2016 2025

The way one approaches Kolmogorov complexity in language studies is by way of
consumer-grade compression programs (gzip, xz, bzip2) on plain text files.
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Morphological and syntactic
distortion

The way that morphological and syntactic complexity is teased apart in Kolmogorov
complexity techniques is usually through distortion at different levels

Morphological distortion is achieved through random deletion, substitution or
permutation of characters within a word

This is supposed to disturb less complex texts (which have fewer overall word
forms) more than more complex texts (which have more overall word forms)

morphological complexity = −
compressed file size after distortion

compressed file size before distortion
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Morphological and syntactic
distortion

Syntactic distortion is achieved through random deletion, substitution or permutation
of entire words

This supposedly disturbs more syntactically complex (rigid) languages more than
more syntactically “simple” (free) languages, as the former have fewer overall
syntactic combinations

This is also known as Inter Word Information (IWI) (see )Oh & Pellegrino, 2023

syntactic complexity =
compressed file size after distortion

compressed file size before distortion
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Statistical techniques
Granger causality ( ): a series of statistical tests
which compares two time series and looks at its correlations

Granger, 1969

Bayesian statistics with brms

Beta regressions

Probably non linear (polynomial) models
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What is the corpus like?

Distribution of texts across the centuries

I am using the Computerized Corpus of Old Catalan ( ). It contains
414 texts

Torruella et al., 2010

Ranging from the 11th to the 18th century

Covering a variety of genres (legal, religious, poetic…)

Tagged by dialect (Eastern, Western, Balearic, Valencian…)

18



What is the corpus like?

Testing the compressibility of Joanot Martorell’s Tirant lo Blanc as we slice it into bigger chunks

We have a lot of small texts that might be distorting the results

From my benchmarking, compressibility scales dramatically with the length of a text
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Variables taken into account
Dependent variables: complexity of the text

Overall complexity

Morphological vs syntactic complexity

Independent variables: possible predictors

Population size at time of writing

Historical events

Genre of text

Dialect

Author

Date

Multilingualism of the text

Most of the texts in the corpus contain passages in Latin, Occitan, Spanish,
French, Italian… Which are tagged and accounted for
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Some preliminary
results
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Full complexity versus time

Full complexity across time
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Morphology-syntax trade-off

Morphological complexity vs syntactic complexity
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Caveats
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Character encodings
We have a possible conundrum with encoding fromats

UTF-8 (the standard) is a variable-width encoding

This means that more common characters, such as <a>,
take up less space than less “common” characters such
as <à>

The text then, is already “compressed” to some extent.

Other formats such as UTF-32, which use fixed-width
encoding, might (or might not) be more representative
of “natural” language

25



Compression: what does it mean to
compress?

Type of
compression

Average size of text Minimum size of
text

Maximum size of
text

gzip 36715.86 129 815893

bzip2 28535.66 153 590667

xz 31024.44 188 625680

none 109876.86 141 2396447

The standard in Kolmogorov complexity measuring of language is using the gzip
program

However, in terms of compression power, gzip is worse for text than other programs
such as xz or (especially) bzip2
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Compression: what does it mean to
compress?

But is the program that’s best at compressing text also the
best at reflecting language complexity?

Still an open question, which probably needs
investigating at each step in the compression pipelinne
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Morphological and syntactic
distortion

What does distortion capture?

What is the best way to distort?

The most widely used technique is deletion of characters Nijs et al. ( )2024

Molt excel·lent, virtuós e gloriós príncep → Mot excel·let, virtós e glriós pícep

But this, naturally, affects the size of the text, which we know changes its overall
compressibility.

Some alternatives:

Change random characters by one specific character (e.g. )

Molt excel·lent, virtuós e gloriós príncep → Mzlt excel·lenz, virtuós e gzoriós príncep

Permutate characters (switch their positions)

Molt excel·lent, virtuós e gloriós príncep → Melt oxceg·lent, virtuós e lloriós príncep
28



Future steps
Control better for length of text

Compare results to descriptive accounts of grammatical
change in Catalan

Find historical events that might have triggered changes in
the language

Include texts from more modern corpora (e.g. 
)

Corpus
Textual Informatitzat del Català
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