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1. Overview

My starting point in this contribution is the observation that apparently the great majority of universal morphosyntactic asymmetries are economically motivated and thus exemplify the slogan "grammars code best what speakers do most" (Du Bois 1985:363). By morphosyntactic asymmetries I refer to coding differences that do not express a meaning difference, e.g. the contrast between the book and (*the) my book (where the is impossible although my book is definite).

In §3-5 I will provide a substantial number of examples of economically motivated asymmetries. On the basis of these, I hypothesize that the patterns is even more general and that in fact the strong claim in (1) is correct.

(1) All universal morphosyntactic asymmetries can be explained on the basis of frequency asymmetries, i.e. they all show economic motivation: more frequent patterns are coded with less material.

In a second step, I want to examine the ways in which the economic motivation is implemented in languages through diachronic change. Economic motivation, like other types of functional motivation, needs to be interpreted in diachronic terms: From the point of view of the speakers' grammars, economical patterns are arbitrary (because speakers would be able to acquire non-economical patterns just as well), but the changes leading to them are not accidental but motivated by economy. So far, my study of the diachronic origins of economical patterns has not yielded very strong constraints, so the claim in (2) is perhaps not as surprising as the claim in (1).

(2) Diachronically, economical patterns arise by
   (i) differential phonological reduction,
   (ii) by differential inhibition of periphrasis/grammaticalization, or
   (iii) by analogical change.

"Differential morphosyntactic reduction", while logically perfectly possible, does not occur.

I will proceed by first explaining what I mean by "systematic asymmetrical morphosyntactic patterns" (§2). Then I discuss the notion of "economical coding" (§3) and list eleven cases of "complementary expected associations" (§4), and three cases of "non-complementary expected associations" (§5). All
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these cases can be regarded as systematic morphosyntactic asymmetries, and for all of them an economy-based explanation is plausible. In §6 I discuss the diachronic origins of the 15 economical patterns of §§4-5.

2. Universal asymmetrical morphosyntactic patterns

By "asymmetrical patterns" I refer to situations in which one class of expressions behaves differently from another class of expressions without any cogent semantic reason.

(3) a. a book of mine
   b. ??the book of mine

(4) a. I saw you.
   b. *You saw you.

(5) a. Who said what?
   b. *What did who say?

(6) a. book/book-s
   b. *oat/oat-s

(7) a. sing/sang
   b. bring/*brang

(8) a. I’m interested in the picture.
   b. *I’m surprised in the picture.

In all these cases, the (b) expressions are perfectly interpretable, yet definite and indefinite NPs behave differently in possessive constructions (cf. 3), disjoint and coreferential objects behave differently (cf. 4), subjects and objects behave differently in multiple wh-questions (cf. 5), book and oat behave differently in the singular (cf. 6), and so on. So these behavior differences are initially surprising and require the linguist’s attention. Other behavioral differences are unsurprising because they follow from the meaning of the expressions. For instance, have to is similar to want to in taking an infinitival complement (I want to play/I have to play), but behaves differently from it in not allowing a different-subject infinitival complement (I want the kids to play vs. *I have the kids to play). But this is expected, because the latter sentence is simply uninterpretable on the obligation reading of have to. So I consider only those cases in which the asymmetry is surprising in the sense that symmetry would be possible and hence expected. In fact, in many cases there are languages which do not show the asymmetry in corresponding structures. For instance, Italian has no asymmetry in the equivalents of (3a-b) (un mio libro/il mio libro), and German has no asymmetry in the equivalents of (5a-b) (Wer sagte was?/Was sagte wer?).

Universal asymmetries are those that recur in language after language. Of the examples seen so far, (3) to (6) are of this type, but (7) and (8) are not, as far as we know: There is no cross-linguistic generalization under which the difference between sing and bring, and between interested and surprised could be subsumed. These seem to be language-particular idiosyncrasies, and no claims are made here about such unsystematic patterns (which of course abound in all languages).

The universal patterns considered in this paper are all implicational universals in the classical Greenbergian sense (cf. Croft 2003:ch. 3). For instance, the difference between English and German with respect to multiple
*wh*-questions can be described as an implication: If a language allows multiple *wh*-questions with fronting of the object and the subject remaining in situ, it also allows multiple *wh*-questions with fronting of the subject and the object remaining in situ. The reverse is not true, as English shows. Such universals are "typological generalizations" in Kiparsky's sense, not "true universals" (see Kiparsky, this volume), because they arise as a consequence of tendencies of diachronic change (rather than constraining change), they are not assumed to derive from the innate cognitive code for grammar (often called "Universal Grammar"; see Haspelmath 2004b for the term "cognitive code"), and they are not necessarily exceptionless. Notice, however, that one of Kiparsky's examples of a "true universal", the "D-hierarchy", is here regarded as a typological generalization (see §4.4). In general, it seems that implicational universals are always "typological generalizations" in this sense, because proposals for UG-derived implicational generalizations ("parametric effects") have been invariably unsuccessful (see Newmeyer 2004, 2005, Haspelmath 2006+b).

3. Economical coding

An expression shows economical coding compared to another expression if it is shorter (fewer words, fewer syllables, fewer segments) or otherwise requires less articulatory effort (e.g. less suprasegmental prominence). Such economical coding is functionally motivated if it occurs with frequently expressed meanings, while related rarer meanings are coded with more articulatory effort. Four different kinds of economical coding asymmetry can be distinguished, and linguists often treat these in very different ways. My point here is that they all instantiate economical coding, and when they occur systematically, they require a unified explanation.

3.1. Frequent: zero/Rare: overt. In many cases, economical coding is manifested by a zero/nonzero contrast. Well-known examples are given in (9).

(9)  

<table>
<thead>
<tr>
<th>frequent expression</th>
<th>rare expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ii) a. 3rd person: Spanish canta-Ø 'sings'</td>
<td>b. 2nd person: canta-s 'you sing'</td>
</tr>
<tr>
<td>(iii) a. present: I Ø sing</td>
<td>b. future: I will sing</td>
</tr>
</tbody>
</table>

The overt nonzero element may be an affix (as in (9i-ii)) or a free word (as in (9iii)).

3.2. Frequent: shorter/Rare: longer. Economical coding may also be manifested by a long/short contrast.

(10)  

<table>
<thead>
<tr>
<th>frequent expression</th>
<th>rare expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) a. Tamil inanimate locative -il</td>
<td>b. animate locative -ifam</td>
</tr>
<tr>
<td>(ii) a. Latin dative sg. -ó/-ae/-í</td>
<td>b. dative plural -is/-is/-ibus</td>
</tr>
<tr>
<td>(iii) a. Russian &quot;middle&quot; refl. -sja</td>
<td>b. ordinary reflexive sebja</td>
</tr>
</tbody>
</table>
In (10iii), the shorter expression is an affix, while the longer expression is a free form. This is another way in which short and long items often differ: Long forms tend to show greater freedom and behavioral possibilities, while short forms tend to obey tighter restrictions. Since this difference cannot be related directly to economy, I will not discuss it in this paper (see Lehmann 1982 [1995]: ch. 4 for some discussion of the relation between shortness and lack of freedom).

3.3. Frequent: straightforward/Rare: roundabout. Often only the more frequently expressed meaning can be expressed in a straightforward way, while the rarer expression requires a roundabout construction:

(11)  
(a) frequent expression          (b) rare expression
(i) Gabriel’s friend              a friend of Gabriel’s
(ii) I gave her it.               I gave it to Aisha.
(iii) German
   Ich will spielen.               Ich will, dass du spielst.
   ‘I want to play.’              ‘I want you to play.’
(iv) Modern Greek
   Ton ida.                       ída ton e aftó=mu.
   ‘I saw him.’                   ‘I saw myself.’

In (11i/b), the possessor requires the extra preposition of and cannot occur in prenominal position. In (11ii/b), the full-NP recipient must occur with a preposition, so that the expression is longer and the two roles occur in different positions. In (11iii), the complement verb is finite and requires agreement with its subject, contrasting with the infinitive in the more frequent same-subject construction in (11iii/a). In (11iv), the reflexive pronoun does not occur in the preverbal pronominal slot, but in the postverbal slot of full-NP objects, i.e. despite its pronominal meaning it shows the behavior of a full NP.

While these cases are like those in (9) and (10) in that the rare expression is coded with more material, there are further differences in the constructions. But it is sometimes difficult to classify an asymmetric pattern, because an additional element may be regarded as itself constituting a constructional difference. Consider the pair in (12):

(12) frequent expression          rare expression
    a. sing! (imperative 2nd person)  b. let her sing! (imperative 3rd pers.)

Here one would probably say that (12b) is a different construction and thus counts as "roundabout" like the cases in (11b), but it is also possible to argue that this is a simple case of a zero/overt contrast of the type seen in (9). Thus, the boundaries between §3.3 and §3.1 and §3.2 are not always clear.

3.4. Frequent: existent/Rare: nonexistent. In many cases, a language simply lacks a way of expressing the rarer meaning.
At first glance, this case seems to be fundamentally different from the first three cases discussed in this section. However, it is clear that here, too, we observe ‘good’ coding for frequently expressed meanings, in the sense that they can be coded straightforwardly, while the rarely expressed meanings are coded “badly” in an extreme sense: they cannot be expressed at all.

But when we look at this situation more closely, we realize that again, the dividing line between this case and the earlier clear cases of economical coding is not clear-cut. Languages are generally rich enough to render the meanings expressed by other languages, though sometimes significantly greater effort is required. So if a Tzutujil speaker is asked to translate 'grandmother' or 'my mountain' into Tzutujil (in an appropriate context), they would in all likelihood find a way of doing it. While Dayley’s (1985) description is silent on this matter, one can easily imagine 'grandmother' being translated as 'a person's grandmother', and 'my mountain' as 'the mountain that belongs to me'. For Acehnese, Durie et al. (1994) suggest the sentence in (14) as a way of rendering 'I want you to return'.

And if an English speaker wanted to say 'Who do you wonder why I met?' in acceptable English, they could resort to something like For whom is it the case that you wonder why I met them?

Thus, under the assumption that selective ineffability does not exist (i.e. any language can be translated into any other language), the existent/nonexistent contrast reduces to the straightforward/roundabout contrast of §3.3, though the degree of roundaboutness may be significantly higher in the examples in (13). While in the cases of §3.3, linguists perceive the (a) and (b) cases as corresponding members of an opposition, this is not the case in §3.4, but of course we do not know whether such a difference exists for the speakers and how significant the difference is.

For this reason, I will consider cases like those in (13) as cases of economical coding, too. This goes beyond the common practice in the literature, but since the cases of (13) all fall under the generalization in (1) (that is, if a meaning can be expressed directly in language A but only in a roundabout way in language B, then this meaning is comparatively rare), this is well-motivated.
Let us now look at a few asymmetries in somewhat greater detail, beginning with complementary expected associations.

4. Eleven complementary expected associations

Morphosyntactic asymmetries often arise when two grammatical or semantic properties cooccur in one expression, and a particular value of property 1 is typically associated with a particular value of property 2. An example of this is the cooccurrence of person (= property 1) and mood (= property 2) in verb forms. In this case, the value "2nd" of person is typically associated with the value "imperative" of mood, i.e. the association "2nd/imperative" occurs more frequently (and is hence more expected) than others such as "3rd/imperative"; conversely, value "3rd" is the expected value of person with the value "indicative" of mood, so that the association "3rd/indicative" is more frequent than "2nd/indicative". This is thus an example of a complementary expected association (what Croft 1990:§6.3 calls "complementary prototype").

In the following subsections, I will describe eleven such complementary expected associations, showing that they exhibit great similarities in their formal behavior across languages, and that this correlates in all cases with frequency asymmetries.

4.1. Person and mood

Our first example is the cooccurrence of person and mood. To simplify matters, we only look at 2nd and 3rd person, and at indicative and imperative mood, so that there are four possible associations of values, as shown in the four cells in Figure 1.

<table>
<thead>
<tr>
<th></th>
<th>person</th>
<th>2nd</th>
</tr>
</thead>
<tbody>
<tr>
<td>mood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>indicative</td>
<td>Spanish</td>
<td>Spanish</td>
</tr>
<tr>
<td></td>
<td>canta-Ø</td>
<td>canta-s</td>
</tr>
<tr>
<td></td>
<td>'s/he sings'</td>
<td>sing.IND-3SG</td>
</tr>
<tr>
<td>imperative</td>
<td>Latin</td>
<td>Latin</td>
</tr>
<tr>
<td></td>
<td>lauda-to</td>
<td>lauda-Ø</td>
</tr>
<tr>
<td></td>
<td>praise.IMPV-3SG</td>
<td>praise.IMPV-2SG</td>
</tr>
<tr>
<td></td>
<td>'let him praise'</td>
<td>'praise!'</td>
</tr>
</tbody>
</table>

Figure 1

In this figure (and in the following figures in this section), the boldfaced cells are frequent (and hence expected) associations and show zero/short coding, while the non-boldfaced cells are rare/unexpected and show overt/longer coding. The cells contain examples from one language, but the figure (as well as all the figures that follow below) embodies two universal claims:
(i) **Universal Frequency Asymmetry**: In all languages, what is identified as "expected association" here is more frequent than the corresponding "unexpected associations".

(ii) **Systematic Coding Asymmetry**: In all languages, the expected associations are at least as economically coded as the unexpected associations.

In order to make my claims water-tight, I would have to provide evidence for both of these claims for each expected association. This is too ambitious a task, and to the extent that I do not provide the evidence, my contribution must be seen as a providing a program for research rather than an empirical contribution. However, in most cases impressionistic observations give initial plausibility to my claims, and in some cases I will mention the results of very preliminary frequency counts that I did myself. These are mainly intended to show that the impressionistic observations do seem to have a basis in the facts and that doing systematic text counts of representative (i.e. colloquial) texts is a promising task.

4.1.1. Evidence for frequency asymmetry: Greenberg (1966:47) provides text counts from three languages showing that the indicative is by far the most frequent mood, but he does not take person into account, and his texts do not represent colloquial speech and may therefore not be truly representative. However, it seems clear that in all languages, imperatives are most often second person (or first person inclusive), because it is more efficient to address a command to the agent than to someone else.

4.1.2. Evidence for systematic coding asymmetry: For the 3rd person (indicative), Bybee (1985: 53) observes that 54% of her relevant languages (15 out of 28) use a zero for third person subject agreement (presumably in the indicative), while only 14% (4) use a zero for first person, and only one language (Georgian) uses a zero for second person indicative. For the imperative, the papers in Xrakovskij (ed. 2001) show that there is a tendency for 2nd person imperatives to have zero-marking for person, and for 3rd person imperatives to have overt marking.

4.2. Number and "gregariousness"

The next example is the intersection of number and the lexical-semantic feature that I call here "gregariousness", i.e. this time we look at a grammatical-semantic property and a lexical-semantic property. "Individualist" nouns tend to be singular, and "gregarious" nouns tend to be plural. The effect on morphological coding can be seen in languages such as Kronto (Kadugli; Sudan; Reh 1985:10ff.), which have both overt plural markers and "singulative" (= overtly coded singular) markers:
4.2.1. Evidence for frequency asymmetry: Greenberg (1966:32) shows with counts from four languages that the singular is overall more frequent than the plural, and this seems to be due to the fact languages have more individualist nouns than gregarious nouns. Tiersma (1982) shows that some nouns such as 'arm', 'horn', 'tooth', 'stocking', 'thorn', 'tear', 'leaf' tend to occur more frequently in the plural. It is these nouns that are called "gregarious" here.

4.2.2. Evidence for systematic coding asymmetry: Greenberg’s (1963) universal number 35 states: "There is no language in which the plural does not have some nonzero allomorphs, whereas there are languages in which the singular is expressed only by zero." There are many languages in which all nouns behave like individualist nouns, but whenever there are singulative markers, they seem to occur with gregarious nouns. However, I know of no cross-linguistic studies of the lexical semantics of singulatives.

4.3. (Co-)reference and "vertedness"

The frequency of coreference vs. disjoint reference of subject and object is affected by the lexical-semantic property of "vertedness": Some verbs such as 'see' are extroverted, i.e. the transitive action is typically directed toward another referent, whereas other verbs such as 'wash', 'shave', 'dress', 'defend' are introverted, i.e. the transitive action is typically directed toward the self (these terms are from Haiman 1983; see also Kemmer 1993, König & Siemund 1999). Examples come from standard Arabic and Hua (Trans-New Guinea; PNG; Haiman 1983:807):
4.3.1. Evidence for frequency asymmetry: Already Faltz (1985:7) characterized introverted verbs as denoting actions "that are commonly performed reflexively by people". In Haspelmath (2006+a), I cite frequency data supporting this characterization.

4.3.2. Evidence for systematic coding asymmetry: Haiman (1983) and Kemmer (1993:24-28) observe that introverted verbs are typically coded with a shorter markers, and some languages have zero-coding for reflexive use with these verbs (e.g. English). Occasionally the disjoint (non-reflexive) use of these verbs requires a special overt marker, as in Hua (cf. Figure 3). The ordinary reflexive pronoun used with extroverted verbs is usually at least as long as the non-reflexive pronouns (cf. Faltz 1985, Haspelmath 2006+a), and the situation of Arabic (cf. Figure 3), where disjoint pronouns are affixes but coreferential pronouns are full NPs, is quite typical.

4.4. Role and animacy

It is widely known that there is an interesting relationship between role and animacy: agents tend to be animate, and patients tend to be inanimate. The following examples are from Spanish and from Dyirbal (Pama-Nyungan; Queensland, Australia; Dixon 1972:42).

<table>
<thead>
<tr>
<th>role</th>
<th>agent (=A)</th>
<th>macro-patient (=P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>animacy</td>
<td>human</td>
<td>non-human</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>Dyirbal</td>
</tr>
<tr>
<td></td>
<td>Juan-Ø me ve.</td>
<td>yamani-Ø</td>
</tr>
<tr>
<td></td>
<td>'Juan sees me.'</td>
<td>rainbow-ERG</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>Dyirbal</td>
</tr>
<tr>
<td></td>
<td>Veo a Juan.</td>
<td>yamani-Ø</td>
</tr>
<tr>
<td></td>
<td>I see ACC Juan.</td>
<td>rainbow-ACC</td>
</tr>
</tbody>
</table>

Figure 4

4.4.1. Evidence for frequency asymmetry: Comrie (1989:128) claims that "...the most natural kind of transitive construction is one where the A is high in animacy and definiteness, and the P is lower in animacy and definiteness", but what does "natural" mean here? It must mean the same as "expected", and the expectation derives from the frequency asymmetry. Jäger (2004) provides frequency data that fully support this.

4.4.2. Evidence for systematic coding asymmetry: The tendency for animate objects to be marked with more material ("Differential Object Marking") has often been observed (Blansitt 1973, Silverstein 1976, Comrie 1989: ch. 6, Bossong 1985, 1998, Lazard 2001, Aissen 2003) and need not be discussed further. The tendency for inanimate subjects to be marked in a special way has been less widely discussed and is less widely observed, but to the extent that "differential subject marking" is observed, it also shows systematic coding asymmetry (cf. (ii) in §4.1; see e.g. Dixon 1994:83-97).
4.5. Possessedness and alienability

In many languages, "inalienable" nouns (mainly body-part and kinship terms) and "alienable" nouns (all others) behave differently in possessive constructions. It used to be thought that this difference has to do with the different conceptualization of types of possession in these languages, but Nichols (1988:579) pointed out that the different behavior of inalienables simply has to do with the fact that they occur more often as possessed nouns than the alienables. The examples in Table 5 are from Koyukon (Athabaskan; Alaska; Thompson 1996).

<table>
<thead>
<tr>
<th>possessedness</th>
<th>unpossessed</th>
<th>possessed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koyukon</td>
<td>Ø-teł</td>
<td>se-tel-g'</td>
</tr>
<tr>
<td>UNPOSS-sock</td>
<td>'socks'</td>
<td>'my socks'</td>
</tr>
<tr>
<td>Koyukon</td>
<td>se-tlee'</td>
<td>se-tlee'-Ø</td>
</tr>
<tr>
<td>1SG-socks-POSS</td>
<td>'my socks'</td>
<td>'my head'</td>
</tr>
<tr>
<td>Koyukon</td>
<td>ke-tlee'</td>
<td>se-tlee'-Ø</td>
</tr>
<tr>
<td>UNPOSS-head</td>
<td>'head'</td>
<td>'my head'</td>
</tr>
</tbody>
</table>

### Figure 5

4.5.1. Evidence for frequency asymmetry: I know of no frequency counts in the literature, but again it is quite easy to do such counts on texts. The figures in Table 2 are based on the German Goethe-Corpus of the COSMAS database¹ and show a few person-denoting nouns, occupational terms and kinship terms.

<table>
<thead>
<tr>
<th></th>
<th>unpossessed</th>
<th>possessed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gärtner 'gardener'</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>Jäger 'hunter'</td>
<td>48</td>
<td>2</td>
</tr>
<tr>
<td>Pfarrer 'priest'</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Schwester 'sister'</td>
<td>32</td>
<td>58</td>
</tr>
<tr>
<td>Tante 'aunt'</td>
<td>47</td>
<td>22</td>
</tr>
<tr>
<td>Tochter 'daughter'</td>
<td>46</td>
<td>53</td>
</tr>
</tbody>
</table>

Table 2

As expected, occupational terms are hardly ever possessed, while kinship terms are very often possessed. (There are relatively many cases of unpossessed kinship terms because possessive pronouns may be left implicit in German, unlike in English.)

4.5.2. Evidence for systematic coding asymmetry: Nichols (1988:579) observes that "the possessive affixes used on the closed ('inalienable') set of nouns are typically shorter, [and] involve fewer morphemes than the open class...". Some languages simply lack unpossessed forms of inalienable nouns, and in some languages some alienable nouns are unpossessible (see the

¹ Institut für deutsche Sprache, Mannheim (http://corpora.ids-mannheim.de/~cosmas/).
discussion of Tzutujil in §3), but all languages allow inalienables to be possessed, and all languages allow alienables to be unpossessed.

4.6. Pragmatic function and semantic class

Most people would readily agree that nouns are predisposed for referring and verbs for predicating, but of course it is also possible to refer with verb-based expressions (e.g. nominalizations), and to predicate nouns (by using a copula). The predisposition again must be interpreted in terms of frequency (cf. Croft 1991: ch. 2): Thing-denoting words more often have the pragmatic function of reference, and action-denoting words more often have the pragmatic function of predication.

<table>
<thead>
<tr>
<th>semantic class</th>
<th>pragmatic function</th>
</tr>
</thead>
<tbody>
<tr>
<td>thing</td>
<td>reference</td>
</tr>
<tr>
<td>English</td>
<td>book-Ø</td>
</tr>
<tr>
<td>(no nominalizer)</td>
<td>_is a book</td>
</tr>
<tr>
<td>action</td>
<td>English</td>
</tr>
<tr>
<td>buy-&lt;i&gt;ing&lt;/i&gt;</td>
<td>Ø buys</td>
</tr>
</tbody>
</table>

Figure 6

4.6.1. Evidence for frequency asymmetry: Croft (1991:§2.5) presents the results from text counts in four languages (Quiché, Nguna, Soddo, Ute), showing that thing-words are most often used for referring, and action-words are most often used for predicating.

4.6.2. Evidence for systematic coding asymmetry: Croft (1991:§2.3) shows that across languages, overt "function-indicating morphosyntax" (such as copulas and nominalizers) tends to occur on the less preferred associations of semantic class (action/thing) and pragmatic function (reference/predication). Thing-words hardly ever require an overt nominalizer, and action-words rarely require an overt copula.

4.7. (Co-)reference and complement-taking verb class

Different complement-taking verbs have different preferences with regard to coreference of the main-clause subject with the subordinate subject. Verbs like 'want' have a strong preference for same-subject complements, while verbs like 'say' may have the opposite preference, for different-subject complements. The examples in Table 7 are from Fongbe (Kwa, Niger-Congo; Togo; Lefebvre & Brousseau 2002: 78-82) and German.
4.7.1. Evidence for frequency asymmetry: I know of no evidence for complements of 'say' or other utterance predicates, but I did text counts for 'want' complements for two languages, Italian (Table 1) and Modern Greek (Table 2) (from Haspelmath 1999c):

<table>
<thead>
<tr>
<th>verb class</th>
<th>(co-)reference of main and subordinate subject</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>disjoint</td>
<td>coreferential</td>
</tr>
<tr>
<td>Fongbe</td>
<td>$K , \text{&quot;kú} , d , \text{&quot; é m , \text{&quot; X}$</td>
<td>$K , \text{&quot;kú} , d , \text{&quot; éni m , \text{&quot; X}$</td>
</tr>
<tr>
<td></td>
<td>'Koku said he saw X.'</td>
<td>'Koku said he, saw X.'</td>
</tr>
<tr>
<td>German</td>
<td><em>Ich will, dass du komm-st.</em></td>
<td><em>Ich will ò kommen.</em></td>
</tr>
<tr>
<td></td>
<td><em>I want that you come-2sg</em></td>
<td><em>I want you to come.</em></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>text frequency:</th>
<th>forms of <em>volere</em> 'want'</th>
<th>509</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Italian)</td>
<td>same-subject</td>
<td>444</td>
<td>87%</td>
</tr>
<tr>
<td></td>
<td>different-subject</td>
<td>65</td>
<td>13%</td>
</tr>
<tr>
<td>Source:</td>
<td>Alessandro Manzoni, <em>I promessi sposi</em>, 1840-42.</td>
<td>(Letteratura Italiana Zanichelli (LIZ) on CD-ROM)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>text frequency:</th>
<th>forms of <em>thêlo</em> 'want'</th>
<th>43</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M. Greek)</td>
<td>same-subject</td>
<td>38</td>
<td>88%</td>
</tr>
<tr>
<td></td>
<td>different-subject</td>
<td>5</td>
<td>12%</td>
</tr>
</tbody>
</table>

So clearly, same-subject complements are far more frequent than different-subject complements with 'want'. The Modern Greek evidence is particularly interesting because unlike German and Italian, Greek does not have two different constructions, i.e. it does not show any coding asymmetry. Thus, the frequency asymmetry cannot be due to the coding asymmetry.

4.7.2. Evidence for systematic coding asymmetry: In Haspelmath (1999c), I studied same-subject and different-subject complements of 'want' in 50 languages, and concluded that different-subject complement constructions are at least as formally complex as same-subject complements in all languages. Some languages simply lack different-subject complements of 'want' (cf. the discussion of Acehnese in §3 above).

4.8. Possessedness and definiteness

In Haspelmath (1999a), I pointed out that possessed noun phrases have a greater chance to be definite than unpossessed noun phrases, so that definite articles are relatively redundant in possessed NPs, while indefinite articles are relatively redundant in unpossessed NPs.
possessedness

<table>
<thead>
<tr>
<th></th>
<th>possessed</th>
<th>unpossessed</th>
</tr>
</thead>
<tbody>
<tr>
<td>definite</td>
<td>English my Ø book (no definite article)</td>
<td>English the book</td>
</tr>
<tr>
<td>indefinite</td>
<td>Hebrew ħad min sfar-ēj one of books-1sg 'one of my books'</td>
<td>Hebrew sefer Ø (no indefinite article)</td>
</tr>
</tbody>
</table>

Figure 8

4.8.1. Evidence for frequency asymmetry: See Haspelmath (1999a) for text counts in three languages.
4.8.2. Evidence for systematic coding asymmetry: In Haspelmath (1999a), I provided cross-linguistic evidence showing that there is a tendency for the definite article to be omitted in possessed NPs. The pattern found in English is attested (in various guises) in languages of different families.

4.9. Tense and participial voice

Comrie (1981) pointed out that there is a semantic affinity between perfect aspect and passive orientation, and we can expect this to be reflected in the frequency with which active and passive perfects and non-perfects are used. In participles, the expectation is that present participles tend to have active orientation (cf. English stealing), while past/perfect participles tend to have passive orientation (cf. English stolen).

<table>
<thead>
<tr>
<th>tense</th>
<th>present</th>
<th>past</th>
</tr>
</thead>
<tbody>
<tr>
<td>active</td>
<td>English steal-ing</td>
<td>English having stolen</td>
</tr>
<tr>
<td>passive</td>
<td>English being stolen</td>
<td>English stolen</td>
</tr>
</tbody>
</table>

Figure 9

4.9.1. Evidence for frequency asymmetry: In Haspelmath (1994), I did a text count of a language that shows no asymmetry in its system of participles (Lezgian; Nakh-Daghestanian; cf. Haspelmath 1993a) and showed that perfect and past participles more often show object-orientation than imperfective and habitual participles.
4.9.2. Evidence for systematic coding asymmetry: In Haspelmath (1994), I looked at systems of participles in a range of languages and found that when there are asymmetries in the systems, passive participles tend to be associated with perfect or past-tense interpretation, and active participles tend to be associated with present-tense or imperfective interpretation. Past active
participles and present passive participles tend to be nonexistent, or (as in English) have to be expressed in more complex ways.

4.10. Sex and typical occupations

It is well-known that occupational terms tend to show coding asymmetries with respect to sex, in such a way that male terms have no particular marking, while female terms exhibit a special affix.

<table>
<thead>
<tr>
<th>typical occupations</th>
<th>sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>typically male</td>
<td>English</td>
</tr>
<tr>
<td>poet-Ø</td>
<td>poet-Ø</td>
</tr>
<tr>
<td>typically female</td>
<td>English</td>
</tr>
<tr>
<td>male nurse</td>
<td>Ø nurse</td>
</tr>
</tbody>
</table>

**Figure 10**

**4.10.1. Evidence for frequency asymmetry:** I know of no text counts, but a cursory glance at a frequency dictionary of English confirms the expectation that male occupational terms are generally more frequent than female terms (e.g. king 176, queen 80; actor 36, actress 13; policeman 34; policewoman <10; Leech et al. 2001). Of course, this does not apply to typically female occupations, but at least in pre-20th century societies, when most of the relevant linguistic patterns were formed, most occupations were far more often held by men than by women. And some typically female occupations do show the opposite coding pattern.

**4.10.2. Evidence for systematic coding asymmetry:** I know of no systematic cross-linguistic study of male and female occupational terms, but there seems to be little doubt that the English (and more generally, European) pattern is systematic across languages.

4.11. Transitivity and type of causation

Among situations that can alternatively be construed as occurring spontaneously and as occurring through external causation, two broad types can be distinguished: **costly events**, for which it is more likely that the event is seen as caused by an agent (e.g. ‘split’, ‘break’, ‘open’, ‘close’, ‘gather’), and **automatic events**, for which it is more likely that the event is seen as occurring spontaneously (e.g. ‘boil’, ‘freeze’, ‘dry’, ‘sink’, ‘melt’).
transitivity

<table>
<thead>
<tr>
<th>type of causation</th>
<th>transitive</th>
<th>intransitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>externally caused</td>
<td>/sak-Ø-u/</td>
<td>/sak-Ø-ru/</td>
</tr>
<tr>
<td>/'split (tr.)'/</td>
<td>/'split (intr.)'/</td>
<td></td>
</tr>
<tr>
<td>internally caused</td>
<td>/kawak-as-Ø-u/</td>
<td>/kawak-Ø-u/</td>
</tr>
<tr>
<td>/'dry (tr.)'/</td>
<td>/'dry (intr.)'/</td>
<td></td>
</tr>
</tbody>
</table>

Figure 11

4.11.1. Evidence for frequency asymmetry: Wright (2001:127-128) lists frequency figures for 28 change-of-state verbs in English and found significant differences between different English verbs. Verbs denoting events that I would describe as "automatic" (such as corrode, ferment, dry, freeze, melt) show a relatively low proportion of transitive occurrences, while verbs that I would describe as "costly" (such as break, open, bake) show a relatively high proportion of transitive occurrences.

4.11.2. Evidence for systematic coding asymmetry: Evidence from 21 languages was presented in Haspelmath (1993b), showing that there is a tendency for costly events to be coded by transitive/anticausative alternations, and for automatic events to be coded by causative/intransitive alternations. There are also tendencies within particular languages to be either uniformly causativizing or uniformly anticausativizing, but the correlation between the coding types and the types of verbs can be seen despite these language-particular differences.

5. Non-complementary expected patterns

Not all frequency asymmetries occur in complementary expected associations. Four such cases are presented in this section.

5.1. Agent-patient direct/inverse

Quite a few languages require special coding effort for situations in which the person scale (1/2 > 3) is not aligned optimally with the role scale (Agent > Patient). These patterns are often called "inverse patterns".

Figure 12

(Nocte: Tibeto-Burman; India; DeLancey 1981:641)
5.1.1. Evidence for frequency asymmetry: I know of no text counts, so there is no concrete evidence yet for a frequency asymmetry.

5.1.2. Evidence for systematic coding asymmetry: See Zúñiga (2002) for a recent overview of inverse systems in languages of the Americas.

5.2. Recipient-theme direct/inverse

Although this is less well-known, inverse-like patterns are also found in ditransitive constructions. In languages with bound object pronouns for both Recipient and Theme, it is often the case that bound object pronoun combinations are not possible when the situation is "inverse", i.e. there is no alignment of the person scale (1/2 > 3) with the role scale (Recipient > Theme). A better-known example of this is French.

<table>
<thead>
<tr>
<th>direct (1 -&gt; 3, etc.)</th>
<th>inverse (3 -&gt; 1, etc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>French</td>
<td></td>
</tr>
<tr>
<td><em>Ma mère me le donne.</em></td>
<td><em>Ma mère me donne à lui.</em></td>
</tr>
<tr>
<td>'My mother gives it/him to me.'</td>
<td>'My mother gives me to him.'</td>
</tr>
</tbody>
</table>

Figure 13

5.2.1. Evidence for frequency asymmetry: Haspelmath (2004a) presents some evidence from a German corpus that the inverse combinations are significantly rarer than the direct combinations.

5.2.2. Evidence for systematic coding asymmetry: Haspelmath (2004a) formulates the Ditransitive Person-Role Constraint and provides evidence for it from a wide variety of languages. No counterexamples have been found.

5.3. Theme and instrument relativization

The famous Keenan-Comrie accessibility hierarchy for relativization is also an instance of economical coding. The grammatical relations that are inaccessible to relativization in a given language are not inaccessible in an absolute sense, because there is usually a way to get around the constraints by employing a more complex construction. Most famously, a grammatical-relation-changing affix on the verb can promote a less accessible relation to a more accessible one, as in the example from Dyirbal, where instruments can be relativized on only after applicativization:
### Figure 14

(Dyirbal: Dixon 1994:169-71)

#### 5.3.1. Evidence for frequency asymmetry
The Keenan-Comrie hierarchy has not in general been presented as a hierarchy of increasing rarity of relativization, but I strongly suspect that this is what underlies it.

#### 5.3.2. Evidence for systematic coding asymmetry
Keenan & Comrie (1977) have provided ample evidence for the coding asymmetry. They do not in general say which strategies languages employ when the want to relativize on a grammatical relation that cannot be relativized on directly, but clearly all languages employ strategies that are in some way more elaborate or complex.

### 5.4. 'Think' vs. 'wonder' extraction

Linguists have not usually seen extraction restrictions in the context of frequency and economy, but I would like to suggest that the systematic grammatical asymmetries observed in this domain ultimately have to do with frequency, too.

#### 5.4.1. Subordinate-Clause Type

<table>
<thead>
<tr>
<th>Subordinate-Clause Type</th>
<th>'Think That'</th>
<th>'Wonder Why'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extracted English</td>
<td>Who do you think that I met?</td>
<td>*Who do you wonder why I met?</td>
</tr>
<tr>
<td>(English)</td>
<td>You think that I met Pinocchio.</td>
<td>You wonder why I met Pinocchio.</td>
</tr>
</tbody>
</table>

---

#### Table: Semantic Role

<table>
<thead>
<tr>
<th></th>
<th>Theme</th>
<th>Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyirbal</td>
<td>nuna [banaga-ŋu] yabu-ŋgu</td>
<td>yugu [yabu nuna-ŋu balga-ŋu]</td>
</tr>
<tr>
<td></td>
<td>see-NONFUT</td>
<td>stick.ABS mother.ABS father:ERG hit-REL</td>
</tr>
<tr>
<td></td>
<td>'Mother saw father who was returning.'</td>
<td>'The child saw the stick with which father hit mother.'</td>
</tr>
<tr>
<td>Dyirbal</td>
<td>nuna banaga-ŋyu</td>
<td>yugu nuna-ŋu balgal-ma-ŋu yabu-ŋyu.</td>
</tr>
<tr>
<td></td>
<td>father.ABS return-NONFUT</td>
<td>child-ERG see-NONFUT</td>
</tr>
<tr>
<td></td>
<td>'Father returned.'</td>
<td>'The child saw the stick that father used to hit mother.'</td>
</tr>
</tbody>
</table>

---

#### Figure 15

<table>
<thead>
<tr>
<th>Subordinate-Clause Type</th>
<th>'Think That'</th>
<th>'Wonder Why'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extracted English</td>
<td>Who do you think that I met?</td>
<td>*Who do you wonder why I met?</td>
</tr>
<tr>
<td>(English)</td>
<td>You think that I met Pinocchio.</td>
<td>You wonder why I met Pinocchio.</td>
</tr>
</tbody>
</table>

---

### Figure 16

(Dyirbal: Dixon 1994:169-71)
5.4.1. Evidence for frequency asymmetry: Since extraction phenomena occur very rarely in texts, it will be extremely difficult to do text counts, and indirect estimations of text frequency will have to suffice.

5.4.2. Evidence for systematic coding asymmetry: See Hawkins (1999, 2004: ch. 7) for some discussion of universals of extraction.

6. The diachronic origins of economical/well-coded patterns

Functionalists have sometimes been content with pointing out usage-grammar correspondences, because they confirm the expectation that "grammars code best what speakers do most" (Du Bois 1985:363). But why are grammars well-designed for the purpose of speaking and understanding? Why do they code best what speakers do most? Human beings are used to working with instruments that are well-designed for their purposes, and in the case of human-made artifacts, such good design is not surprising because the creators' plan provides the link between the purpose and the structure of the instrument. For language, there is no such plan, so we need a theory that explains how language use and language structure are connected.

Following Bybee (1988), Keller (1994), Kirby (1999), and related work (cf. also Haspelmath 1999b), I claim that diachronic change is the necessary link between patterns of language use and grammatical structures. Speakers do not intend to create well-designed grammars, but they behave purposefully and rationally in selecting from available variants and in creating new variants— they mostly opt for the most useful variants for their particular purposes. Through an invisible-hand process in language change, the cumulative effect of many individuals' behavior leads to useful language structures (cf. Keller 1994).

So how do economical patterns arise in language change? There are two rather different routes by which this can happen: differential phonological reduction (§6.1) and differential expansion of a new construction (§6.2). Moreover, a minor route, morphological analogy, must also be recognized (§6.3).

6.1. Differential phonological reduction

According to George Zipf (e.g. 1935, 1949), who was one of the first authors to emphasize the role of frequency for understanding linguistic structure, there is one main diachronic pathway by which frequency leads to shortness: differential phonological reduction. And of course there is no doubt that this is an important mechanism of change leading to economical patterns: Frequently occurring items are generally more predictable than rarely occurring items, so that hearers can decode the message even if it is not very carefully articulated. As a result, speakers tend to articulate them less carefully, so that they undergo faster phonological change than less frequent items. High frequency of use also leads to automatization, often implying affixation of formerly free function words (cf. Bybee 2003).²

² Bybee (2003) states that frequency-based automatization or routinization is not only responsible for increasing cohesion (=affixation etc.), but also for phonological reduction. This is implausible, because frequently uttered and automatized expressions do not get reduced when they happen to be hard to predict. This is the case, for example, in the speech of individuals with regard to their names. I say my surname Haspelmath very often (at least
Differential phonological reduction can be seen as responsible for a few of the economical patterns that we saw earlier. Some examples of phonological changes resulting in asymmetric coding are shown in (15)-(19).

(15) Person (§4.1):
Polish 3rd person singular indicative forms became zero by special phonological reduction (cf. Proto-Slavic and the cognate language Russian):

<table>
<thead>
<tr>
<th></th>
<th>Proto-Slavic</th>
<th>Russian</th>
<th>Polish</th>
</tr>
</thead>
<tbody>
<tr>
<td>1SG</td>
<td>*pišQ</td>
<td>pišu</td>
<td>piszę</td>
</tr>
<tr>
<td>2SG</td>
<td>*pišeši</td>
<td>pišeš’</td>
<td>piszesz</td>
</tr>
<tr>
<td>3SG</td>
<td>*pišetũ</td>
<td>pišet</td>
<td>piszε-Ø</td>
</tr>
</tbody>
</table>

(16) Number (§4.2):
English singular of nouns became zero by special phonological reduction:
Old English dæg / dagas (> Modern English day/days)
< Proto-Germanic *dag-z/*dag-ōs (cf. Gothic dags ’day’, dagos ’days’)

(17) Reflexives (§4.3):
Russian reduced reflexive pronoun: -sja, apparently derived by special phonological reduction from full reflexive pronoun sebja
(at the Proto-Slavic stage or even earlier)

(18) Alienability (§4.5):
   a. Old Italian Latin
      moglia-ma < mulier mea ’my wife’
      fratel-to < fratellus tuus ’your brother’
      *terra-ma (cf. terra mea) ’my land’ (alienable noun)

   b. Nyulnyul (Nyulnyulan; northern Australia; McGregor 1996):
      jan yil vs. nga-lirr (< ngay lirr)
      I.OBL dog 1SG-mouth I - mouth
      ’my dog’ (alienable) ’my mouth’ (inalienable)

(19) Complement clauses of ’want’ (§4.7):
English same-subject wanna, contrasting with different-subject want to
(The reason I wanna come is Anna vs. The guest I want to come is Anna.)

There may also be cases of differential phonological reduction of nominatives (§4.4), but it is probably very difficult to find examples of phonological reduction leading to the most of the other asymmetries. Zipf’s diachronic mechanism of phonological reduction is thus less important in explaining grammatical asymmetries than one might have thought.

6.2. Differential expansion/inhibition of a new construction

Most cases of economical coding are not due to differential phonological reduction, but to differential expansion of a new, more complex construction
(often called "periphrasis"). Such novel constructions typically make an existing meaning more transparent by including a special additional morpheme, and they are introduced when speakers want to call special attention to the relevant meaning, in particular when they want to express themselves in an especially clear way (e.g. in situations of potential ambiguity). That is, initially these constructions are confined to highly unusual circumstances. A novel construction may then expand and become more frequent in an increasing number of new contexts, but it will be prevented from spreading to the contexts in which the relevant meanings occur most often. Such "inhibition of expansion" may occur for two reasons:

(i) One reason is that the most frequently occurring combinations of meanings are the most deeply entrenched in the speakers’ mental grammars and are thus unlikely to be replaced by innovations. Here we see the **conserving effect of usage frequency**.

(ii) But another reason, present in all cases of complementary expected associations of §4, is the **redundancy coming from the hearers' expectations**: the expression of the meaning in question is redundant when it is typically associated with another meaning. Speakers know that hearers can predict the meaning that they want to express, so they are likely to economize and not use the novel, more explicit pattern.

Let us look at a few examples to see how this works concretely.

### 6.2.1. Alienability splits (§4.5)

In Classical Arabic, all nouns can take possessive affixes:

(20) *yad* 'hand'  *kitaab* 'book'

*yad-i* 'my hand'  *kitaab-i* 'my book', etc.

In Maltese, only inalienable nouns (body part terms/kinship terms) take possessive affixes; others occur in a periphrastic construction with *tiegh* 'of':

(21) *id* 'hand'  *ktieb* 'book'

*id-i* 'my hand'  *"ktieb-i* 'my book'

*il-ktieb tiegh-i* (originally: 'the book my-possession')

The novel construction involving the possessive noun did not expand to inalienable nouns: Maltese does not allow *"l-id tiegh-i* 'my hand'. There are two reasons for this: (i) the possessive suffixes are more entrenched in inalienable nouns and hence more resistant to loss; (ii) with inalienable nouns, the possessive semantics is more predictable and hence the new explicit construction is redundant.

Dahl & Koptjevskaja-Tamm (1998) make the strong claim that differential expansion is the only way in which an inalienability split can arise: "We suggest the generalization that an expanding possessive construction must encroach on the territory of pronominal possession for an alienability split to arise". However, we saw in (17a-b) above two examples in which such a split apparently came about by differential phonological reduction, so this hypothesis cannot be maintained.
6.2.2. Differential Object Marking (§4.4)

In Spanish, the preposition *a* was introduced at some point to mark macro-patients (direct objects) in transitive clauses (this occurred by meaning change of the preposition, which formerly only expressed direction and various "dative" meanings). Initially the patient-marking *a* was limited to a few pronouns and nouns, but gradually it spread to all specific human NPs and became obligatory (*Veo a Juan* 'I see Juan). However, it did not spread further than that: inanimate NPs do not take this preposition when occurring as patients (*Veo a la iglesia* 'I see the church'), i.e. the expansion of *a* was inhibited in the context in which patients/non-human NPs most typically occur. This was presumably (i) because verb-nonhuman NP combinations were more frequent and hence more resistant to innovation, and (ii) because the patient role is more predictable with nonhuman NPs, so that speakers could afford not to use a specific marker in this environment.

6.2.3. Sex-specific affixes (§4.10)

Imagine a language with no sex-indicating markers, perhaps Old Hungarian. In this language, an occupational term such as *orvos* 'doctor' can refer to males and females alike. At some stage a compounding strategy is introduced to specify the person's sex, e.g. *orvos-nő* 'female doctor' (*nő* 'woman'), perhaps also *orvos-férfi* 'male doctor' (*férfi* 'man'). Again, there are two potential reasons why only the *-nő*-compounds spread in the language (and in fact *-nő*-suffixation is now the main way of deriving sex-specific occupational terms). (i) Occupational terns with male meaning are highly entrenched and hence unlikely to be replaced by a new strategy; (ii) For most occupations, the information that the person is male is redundant and only the less likely meaning combination needs to be indicated by speakers.

6.2.4. Recipient-theme inverse (§5.2)

The French pattern in *me le* (donne) 'gives it to me' is a direct continuation of the Latin *mihi illum*, i.e. it represents the old pattern. The roundabout construction involving the preposition *à* (*me donne à lui* 'gives me to him') is the innovated construction, which is now used with all full-NP recipients, but its expansion stopped before reaching the most frequent patterns: pronoun combinations showing the "direct" alignment of the person and role scales (Haskelmath 2004a). Again, two reasons can be given for this: (i) the pronoun combinations were deeply entrenched and hence more resistant to change, and (ii) the meanings of the frequent pronoun combinations were easier to predict than those of the rare combinations.

It seems that in different cases, the relevance of these two reasons for differential inhibition is different. Thus, the conserving effect of frequency seems to be very relevant for the inalienability split (§6.2.1), but less so for differential object marking (§6.2.2), and hardly at all for sex-specific affixes (§6.2.3). At present, I know of no way of assessing the respective roles of the two factors, and I leave this as an intriguing question for future research.
6.3. Excluded: differential morphosyntactic reduction

A priori, one could easily imagine another way in which economical patterns are created in language change: by **differential morphosyntactic reduction**. This would mean the omission of a particular morpheme or combination of morphemes which were originally present, but came to be omitted in a more frequent construction. However, I know of no evidence that such a change has ever occurred, and one may hypothesize that it is impossible.

Consider a concrete example whose history is not known (at least to me): In Ewe (Kwa, Niger-Congo), alienable possession is indicated by simple juxtaposition, whereas alienable possession is indicated by a postposition φé (Ameka 1996: 791, 797):

(22) Ewe

<table>
<thead>
<tr>
<th>Ewe</th>
<th>Modern German</th>
</tr>
</thead>
<tbody>
<tr>
<td>kofi srɔ́</td>
<td>kofi φé awu</td>
</tr>
<tr>
<td>‘Kofi’s spouse’</td>
<td>‘Kofi’s garment’</td>
</tr>
</tbody>
</table>

If differential morphosyntactic reduction is impossible, we know that the present situation does not come from an earlier pattern where φé was present in both types of possession (kofi φé srɔ́ / kofi φé awu), and it was simply dropped from the construction where it was more redundant.

However, there are two rather serious problems with this proposed universal of diachronic change: (i) In practice, it is often difficult to exclude the possibility that the change was phonologically motivated and conditioned, (ii) analogical change can create economical patterns, too (see next subsection), and we must make sure that this is taken into account in formulating the diachronic universal. Moreover, a reviewer mentions a possible counterexample: The change in many English varieties from *I’ve got* to *I got* (in the sense *I have*). I do not know whether this could be explained by phonological reduction, so at the very least it illustrates the difficulty of assessing the validity of the claim that differential morphosyntactic reduction does not occur.

6.4. Analogical change can create economical patterns

An economical case-marking system may arise by **selectively preserving older markers**. For example, in the Old High German *n*-declension, animate and inanimate nouns alike had a distinction between nominative and accusative (cf. 23).

(23)

<table>
<thead>
<tr>
<th>Old High German</th>
<th>Modern German</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOM.SG</td>
<td>ACC.SG</td>
</tr>
<tr>
<td>affo knoto</td>
<td>affen knoton</td>
</tr>
<tr>
<td>‘ape’  ‘knot’</td>
<td>‘ape’  ‘knot’</td>
</tr>
</tbody>
</table>

Then the nominative-accusative distinction was lost in inanimate nouns, and in Modern German only animates preserve the zero-marking in the

---

3 Another potential counterexample mentioned by a reviewer is of a different nature: The frequent absence of the English complementizer *that* with the most frequent verbs that take *that*-complements (*say, know, etc.*). However, it is not clear that there was a stage at which complementizerless complement clauses with such verbs were impossible.
nominative. The resulting pattern shows differential object marking and thus economical coding, but it has come into existence via a different diachronic route (cf. Haspelmath 2002:245).

Another example comes from the history of French. Old French had the case- and number-marking pattern shown in (24).

(24) Old French

<table>
<thead>
<tr>
<th></th>
<th>SG</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOM</td>
<td>murs</td>
<td>mur</td>
</tr>
<tr>
<td>ACC</td>
<td>mur</td>
<td>murs</td>
</tr>
</tbody>
</table>

In later French, the nominative-accusative distinction was given up, and those forms from both numbers were selectively preserved that lead to an economical pattern (SG mur, PL murs) (see Mayerthaler 1981: ch. 4 for some relevant discussion). Further related cases of analogical change are discussed in Bybee (1985:54-56). (The approaches to analogy in Albright (this volume) and Garrett (this volume) do not seem to allow for the possibility that analogy may be motivated by the desire for an economical output; one wonders how they would deal with examples like those mentioned here.)

6.5. Is frequency really a causal factor?

A reviewer objected to the claim made here that frequency asymmetries can explain morphosyntactic asymmetries. Since this is an objection that I hear often and that still seems to be shared by many linguists, I quote the skeptical reviewer here:

"It seems to me more plausible that both the frequency and asymmetries are results, caused by something else. We say male nurse and (less often now) lady doctor because of cultural expectations—expectations that lead to nurse and doctor being used unmodified for females and makes respectively. I can't see how frequency is in any sense the cause of the linguistic asymmetry."

The only problem with the idea that both frequency of use and the morphosyntactic asymmetries result from something else is that this something else cannot be identified. The only candidate that has been proposed, as far as I am aware, is "markedness", which is sometimes said to be responsible for frequency distributions (e.g. Mayerthaler 1981:136-140). However, how "markedness" should influence frequency of use remains obscure, and it is relatively easy to show that on the contrary, "markedness" effects of various sorts must be derived from frequency of use, so that the entire "markedness" concept can be abandoned (Haspelmath 2006).

Of course, the male nurse/lady doctor asymmetry is related to cultural expectations, but these imply linguistic expectations: Since nurses tend to be women, words for female nurses occur more often than words for male nurses. As a result, saying lady nurse would be redundant and is avoided by speakers. One might be tempted to derive the redundancy directly from the cultural expectations, and in this particular case this would probably lead to the same results (though cultural expectations, or the real-world frequencies they presumably derive from, are much harder to measure than linguistic frequencies). But crucially, linguistic frequencies do not necessarily match real-world frequencies or non-linguistic expectations. Singulats are more frequent than plurals, though the world is hardly populated by more
individuals than groups, and it would be hard to argue that there is a non-linguistic "expectation" that countable entities should occur singly. For whatever reason, people talk more about single entities than about pluralities, and this suffices to explain the facts of language. The important general point is that while linguistic frequency can usually be derived from other factors, these factors are quite heterogeneous. What matters to us grammarians is that the results of frequency are homogeneous, so that we can focus on linking frequency of use to economical patterns, leaving the extra-linguistic causes of frequency aside.

The skeptical reviewer also brings up the possibility of the direction of causation being the reverse: The availability of short coding could make speakers more likely to say a particular thing. In general this does not seem to be the case: Languages that have symmetrical coding patterns usually show the same kinds of frequency asymmetries as languages with asymmetrical coding. Thus,

- 'want' complements tend to be same-subject not only in asymmetric Italian, but also in symmetric Greek (see §4.7);
- possessed NPs are preferentially definite not only in asymmetric English, but also in symmetric Italian (§4.8, Haspelmath 1999a);
- active/present and passive/past participles are preferred not only in asymmetric English, but also in symmetric Lezgian (§4.9, Haspelmath 1994);
- automatic events like 'freeze' tend to be more rarely used transitively not only in asymmetric Japanese, but also in symmetric English (§4.11);
- inverse recipient/theme constructions ('show me to him') are rarer than direct constructions ('show him to me') not only in asymmetric French, but also in symmetric German (§5.2, Haspelmath 2004a).

I conclude that frequency of use really is the relevant causal factor, and the reviewer's skepticism is unjustified.

7. Conclusion: The relation between diachrony and language universals

In this paper, I have made five main points:

(i) A very large number of morphosyntactic implicational universals can be explained by invoking economic motivation (Haiman 1983): more frequently used expressions are shorter than semantically similar, but more rarely used expressions, because they are more predictable.

(ii) Apparently all universal morphosyntactic asymmetries (in the sense of §2) are economically motivated (see (1) above). This is a meta-universal, a universal about the explanation of universals.

(iii) Economical patterns are created by speakers in language use, and when innovative patterns spread through the community, they are manifested in the results of language change.

(iv) There are at least three different diachronic paths through which economical patterns arise: differential phonological reduction (§6.1), differential expansion of a new construction (§6.2), selective analogical change (§6.4).

---

4 Economic motivation is also the relevant factor for many of the phenomena that Haiman (1983) and others have attributed to "iconic motivation", as is shown in Haspelmath (2006+c).
(v) One obvious possible diachronic path does not seem to be well attested: differential morphosyntactic reduction (§6.3). However, this generalization is problematic, because morphosyntactic reduction is not easy to differentiate from phonological reduction, and counterexamples have been noted.

If for the sake of the discussion we consider (25) as the most basic question of this volume,

(25) Do synchronic universals arise from universals of change, or do universals of change arise from synchronic constraints?

the answer given by the present paper is an intermediate one. While I do not deny that some synchronic universals derive from synchronic universals of the cognitive code (e.g. perhaps the generalization that grammatical rules do not include numerical specifications), the implicational universals considered here arise in language change. If we created an artificial language violating some of the universals, it would be learnable without problems, but it would be predicted that after a few centuries the language would give in to the pressure to change to more normal, economical patterns. In this regard, I am thus in agreement with Bybee (1988, this volume), Hopper (this volume), Blevins (this volume), and Garrett (this volume), who emphasize the importance of diachronic change for understanding synchronic universals.

However, I would agree that many diachronic changes cannot be understood without taking into account the result they lead to. It is not an accident that differential phonological reduction, differential expansion of a new construction, and selective analogical change may all lead to synchronic economical patterns (rather than, say, to counter-economical ones). Rather, the changes are motivated by economy, i.e. by the innovating speakers' desire to speak economically. This is not a synchronic grammatical constraint, or even a more general cognitive constraint. It is simply a constraint on any rational behaviour.

Thus, with regard to the phenomena considered in this paper, the answer to (25) is: both. Implicational universals of the sort exemplified in §4-5 arise from universal tendencies of change toward economical patterns, and these universal diachronic tendencies themselves are motivated by the (synchronic) constraint that speech behaviour should be rational and take both speakers' and hearers' needs into account.
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