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Wrapping up and going on

•Distributional skewings can be tested by GLMs in which the 
response is the odds for families to show specific skewings, 
i.e. 

(Abbreviate this as q ~ pi...pk.)
•Statistical models ≠ causal models!
•Instead, statistical models need theoretical interpretation and 

motivation, i.e. typological theories
•A typological theory is testable iff we can derive from it a set 

of statistical models, with well-defined variables p and q.
•Testable typological theories explain what’s where why.
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Two main classes of typological theories (as I see it)

1.‘Match’ (naturalist, functionalist) theories: some distributions 
are more likely than others because they are more ‘natural’, 
i.e. better tuned to the way our brain processes language and 
to our cognitive abilities

‣typical variables in naturalistic models: structural and 
discourse properties, perhaps also types of social structures 
(or cognitive models of them)

2.‘Spread’ (replicationalist) theories: distributions reflect the 
spread of structures in time and space, i.e. descent and 
language contact

‣typical variables in resulting models: structural and 
discourse properties, socio-geographic areas; family 
skewing independent of predictors

•The most interesting research designs combine variables 
from both theory classes in one model!
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Match theories

•Key idea: some distributions match better ...

•the nature of the brain

•the nature of communication

•the nature of society

•A classical example: according to Hawkins, the nature of 
incremental processing is better matched by OV structures 
with A≠O coding than by OV structures with A=P in 
morphology. We can derive from this the testable model:

•for which we found robust statistical support.

4

log(
π(nonneutral)

π(neutral | diverse)
) = −19.56+ 3.57FINAL+ !AA+ ....+ !YY

"(NRel) =
e#+!1VO+!ipi...!kpk

1+ e#+!1VO+!ipi...!kpk

log(
π(skewed towards q)

π(skewed towards ¬q | diverse)
) =!+ "ipi...+ "kpk

log(
π(nonneutral)

π(neutral | diverse)
) = #+ !1FINAL+ !pj...+ !kpk

1



 

Match theories and relativism

•A common misunderstanding: Match theories must posit 
universal ‘natures’, i.e. ‘communication’ and ‘society’ must be 
in the singular. 

•But: a distribution can universally match universal cognition 
just as well as it can variably match variable cognition. In 
either case, what is truly universal is the ‘match’ between a 
given type of cognition and a given linguistic distribution. 

•In fact, some of the best universal ‘matches’ come from 
research designs in which both cognition types and linguistic 
structures vary.

•The key point is that they co-vary: q ~ p!
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 Pederson et al. 1998

A (by now) classical example: spatial relativity
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Other examples from recent relativity research

•Motion (Slobin 1996, 2000, Gennari et al. 2002)

•Objects (Lucy 1992, Imai 2000)

•Color (Roberson et al. 2000 etc.)

•Referential Density (Bickel 2003, Stoll & Bickel 2006)
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Referential Density
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REFERENTIAL DENSITY IN DISCOURSE AND SYNTACTIC TYPOLOGY 709

(1) Belhare (Kiranti, Sino-Tibetan)
pRila . . . a! . . . ambibu phig-he kinahu√go
first PTCL mango [ABS] [3S.A-]pick.from.above-PT[3O] SEQ

otutui≈!na jhola-e ukt-he
quite.big!ART[S] bag-LOC [3S.A-]take.down-PT[3O]
inetnahu√go dhaki-e le√s-e
then closely.weaved.basket-LOC [3S.A-]put-PT[3O]
il-lam il-lam sas-sa-ba le√s-e Rni . . .
DIST:DEM-MED DIST:DEM-MED pull-CONV-LOC [3S.A-]put-PT[3O] and.then
riksa, e! saikil-lamma, saikil-lamma ta-he
rikshaw PTCL bicycle-MED bicycle-MED [3S.S-]come-PT

kinahu√go . . . !B99.4.1–5"
SEQ

‘First, . . . uh . . . [someone] picked mangos and took [them] down in a
big bag. Then [s/he] put [them] into a basket. [Someone] moved over [an
animal] by pulling from over there, and then [someone] came on a rikshaw,
uh . . . on a bike, on a bike and then . . .’

This text has a very low referential density value: zero-anaphora (marked by square
brackets in the translation) abounds, and arguments are not even mentioned when they
are new: the speaker begins her narrative with saying that someone picked mangos
(the locally perceived version of the pears in the original story), but the person doing
the picking is neither introduced nor mentioned throughout the paragraph. The fourth
line presumably introduces a new referent (a person moving), but this does not prompt
the speaker to use an overt NP for this referent. While such zeros in switch-reference
contexts are rare, seven out of ten speakers used them in the experiment a few times
in their narratives, and listeners do not consider them odd.

The second example is from Maithili, an Indo-Aryan language spoken in Southern
Nepal and the Indian state of Bihār. Just like Belhare, Maithili allows pro-drop in all
grammatical functions of the clause, and there is no clause structure position where
NPs would ever be obligatory syntactically. Again just like Belhare, Maithili has a
complex system of grammatical agreement with subject and object. This results in both
languages in a common baseline coding of referential features (person and honorific
degree features in Maithili, person and number features in Belhare). But despite these
similarities in grammatical structure, Maithili speakers tend to drop NPs much less
commonly in discourse than Belhare speakers; that is, the referential density value is
much higher.

(2) Maithili (Indo-Aryan, Indo-European; Nepal)
ek-t.ā ām-ke gāch rah-ai. ā . . . a . . . a . . .
one-CL mango-GEN tree[NOM] be-3NH.NOM[PR] PTCL

ām me ek e-got.ā chaurā ām tor-ait
mango in one one-CL boy[NOM] mango[NOM] pluck-IP

IPFV: imperfective; LOC: locative; M: masculine; MED: mediative (case); NH: nonhonorific; NONNOM: nonnomi-
native; NOM: nominative; NPT: nonpast; NZR: nominalizer; O: least prominent argument of transitives; OBL:
oblique; P: plural; PART: participle; PASS: passive; PERF: perfect; POSS: possessive; PR: present; PSA: privileged
syntactic argument; PT: past; PTCL: particle; S: sole argument of intransitives; S: singular; SEQ: sequential;
SUP: supine; TEL: telic; TRANS: transitive. Elements in angled brackets refer to the text from which the examples
are taken. In interlinear glosses, square brackets enclose features that are zero-marked, that is, entailed by
paradigmatic opposition but lacking an overt, dedicated morpheme.
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rah-ai
AUX-3NH.NOM[-3NH.NONNOM.PR]
ā . . . u ām toir-ke t.okari me rakh-ne
PTCL 3NH.NOM mango[NOM] pluck-CONV basket in keep-INF

jāi che-l-ai. omaharse e-got.ā chaurā
AUX AUX-PT-3NH.NOM[-3NH.NONNOM] and.then one-CL boy[NOM]
e-l-ai,
come-PT-3NH.NOM

lad.kā sāikal par cad.h-ne, ā . . . u ek-t.ā am-ke
boy.H[NOM] bike on ride-INF PTCL 3NH.NOM one-CL mango-GEN

t.okari corā-ke cail ge-l-ai . . . !M3.6.1–6"
basket[NOM] steal-CONV move.IP AUX-PT-3NH.NOM

‘There is a mango tree and . . . uh . . . uh . . . in the mangos, one, a boy
is picking mangos. And when picking mangos, he put them into a basket.
Then a boy came, a young man riding on a bike, and he stole one basket
of mangos, and took off . . .’

In this Maithili version of the Pear (mango) Story, there is very little zero anaphora.
The only two occasions where a referent is left unmentioned involve subjects of nonfi-
nite converb clauses (ām toirke ‘having plucked mangos’ and ekt.ā āmke t.okari corāke
‘having stolen one basket of mangos’). Overt NPs would be possible here, but only
with oblique case-marking. In 2 there is no single instance of a zero argument in a
switch-reference context. Such zeros were used by only two out of ten Maithili speakers,
and in both cases they were found only once in the entire narratives.

There is a considerable difference in rhetorical style between these two sample narra-
tives. In the Belhare text, the speaker is very implicit about referents. Identifying who
did what in the story is mostly the listener’s task. By relying on verb semantics and
general world knowledge, the listener can infer much about referential continuity and
discontinuity. For instance, it is likely that the one who picks mangos is the same as
the one who takes them down in a bag and puts them in a basket; and the sudden
mentioning of a goat being dragged illamma ‘from over there’ makes it likely that the
person dragging the goat is not the same as the mango-picker. Now, similar inferences
can be drawn in the Maithili text: it is again likely that the mango-picker is the same
person as the one who puts the mangos into a basket, and that the person coming along
on a bike is someone different. Yet in Maithili, knowing this is greatly facilitated by
the fact that overt NPs identify the referents, in each case first by lexical nouns and
then by pronouns. Adopting, with Ross (1982) and Huang (1984), McLuhan’s (1964)
‘cool’ vs. ‘hot’ division of the media for linguistics, one could characterize Belhare
discourse as relatively ‘cool’ and Maithili discourse as relatively ‘hot’. Media are rela-
tively cool in McLuhan’s terms if they require more active involvement of the recipient
because the information given is relatively terse (as e.g. in a written text). This characteri-
zation fits Belhare discourse, which requires more active participation of the listener in
the form of inferencing about referents. Media are relatively ‘hot’ if they require less
active recipient involvement because information density is higher (as e.g. in a movie).
This characterization fits Maithili, where referents are explicitly named more often.

Within their local contexts, the narratives are both stylistically well-formed and
coherent. Belhare listeners do not expect more NPs; indeed, they might find the Maithili
narrative somewhat tedious and over-explicit. By contrast, Maithili speakers (like En-
glish speakers, for that matter) might be somewhat confused when trying to follow the
Belhare text and might quickly lose track of who did what. What we have here, then,

RD = N (overt argument NPs)

N (available argument positions)
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•Experiment with 10 speakers from (sofar) 7 languages

•Plausible predictors:
•Text length 
•Sociology of communication: close-knit vs. loose
•Some structural property of grammar: case-based 

agreement requires NP information, and this primes 
activation of NP structures in production 2 

 

(3) Maithili (Indo-European, Nepal and India) 

a. (t!) bim"r ch-æ? 
 2nhNOM sick be-2nhNOM 
 ‘Are you sick?’ 

b. (tor") khu#i ch-au? 
 2nhDAT happy be-2nhNONNOM 

 ‘Are you happy?’ 
 
(4) Nepali (Indo-European, Nepal, India and Bhutan) 

a. ma patrik" kin-chu. 
   1sNOM newspaper[-NOM] buy-1sNPST 
 ‘I read the newspaper.’ 

b. maile patrik" kin-$. 
 1sERG newspaper[-NOM] buy-1sPST 
 ‘I read the newspaper.’ (past) 

c. mal"i bhut sa%ga &ar l"g-yo       (*l"g-$). 
 1sDAT ghost with fear feel-3sPST     feel-1sPST 
 ‘I was afraid of ghosts.’ 
 
(5) Chechen (Nakh-Dagestanian, Chechnya) 

a. k’ant-as jo’ ’exa j-o. 
 boy-ERG girl[-NOM] lie FEM-do.NPST 
 ‘The boy lies to the girl.’ 

b. k’ant jo’ ’exa j-ie-sh v-u. 
 boy[-NOM] girl[-NOM] lie FEM-do-CVB MASC-be.NPST 
 ‘The boy is lying to the girl.’ 

c. k’ant-as jo’-ana gho d-o.  
 boy-ERG girl-DAT help D-do.NPST (= default agreement) 
 ‘The boy helps the girl.’ 

d. k’ant jo’-ana gho d-ie-sh v-u. 
 boy[-NOM] girl-DAT help D-do-CVB MASC-be.NPST  
 ‘The boy is helping the girl.’ 

e. k’ant-ana jo’ go. 
 girl-DAT girl[-NOM] see.NPST (verb ‘see’ lacks agreement morphology) 
 ‘The boy sees the girl.’ 
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(6) Belhare (Sino-Tibetan, Nepal) 

a. han khar-e-ga i? 
 2s[-NOM] go-PST-2s Q 
 ‘Did you go?’ 

b. han-na un lur-he-ga i? 
 2s-ERG 3s[-NOM] [3sA-]tell-PST-2s Q 
 ‘Did you tell him/her?’ 

c. ciya (hanna-ha) n-ni!a tis-e-ga i? 
 tee[-NOM] 2s-GEN 2sPOSS-mind easy-PST-2s Q  
 ‘Did you like the tea?’ 
 
 
(7) Belhare 

seu pheri le"-si un  kha#-yu. 
apple again direct-SUPINE 3sNOM [3s-]go-NPST 
‘S/he/someone went again to put apples [into the basket].’ 
 
 
(8) Maithili 

okr$ l$lac $b-ait chai. 
3hDAT greed come-IPFV.PART is 
‘S/he/they is/are getting greedy.’ 
 
 
(9) Belhare 

a. khimm-e khar-e. 
 house-LOC [3sS-]go-PST 
 ‘[S/he/someone] went to the house.’  

b. khimm-e pind-he. 
 house-LOC [3sS-]run-PST 
 ‘[S/he/someone] runs around there.’  
 
 
(10) Chechen 

a. k’ant jurt   v-oed-u. 
 boy[-NOM] village(FEM)[-NO M] MASC-g o-NPST 
 ‘The boy goes to the village.’ 

b. k’ant-ana jurt   j-iez-a. 
 boy-DAT village(FEM)[-NO M] FEM-l ike -NPST 
 ‘The boy likes the village.’ 
 
 
 
 
 
 

Case-based agreement
in Maithili (IE)

Non-case-based agreement
in Belhare (ST)



 

Referential Density
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Referential Density: Results

•Model: µ(RD)=α+β1SOC+β2SYN+β3LENGTH+β3SOC*SYN 
+β4SOC*LENGTH+β5SYN*LENGTH+β6SOC*SYN*LENGTH

•β4...6 are not significantly different from zero; 

•But β3 is significant: F(1)=14.45, p<.001

•Better model: 

µ(RD)=α+β1SOC+β2SYN+β3LENGTH+β3SOC*SYN 
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Referential Density: Results
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Referential Density: Factorial analysis

•μ(RD)=α+β1SYN+β2LENGTH, SOC=close

•β2 ns.; β1: F(1)=19.5, p<.001

•μ(RD)=α+β1SYN+β2LENGTH, SOC=loose

•β1..2 ns., but also no reversal of the SYN effect!
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Referential Density: Conclusions

1.Syntactic type has an effect, but it is blurred (not 
contradicted!) by the social type effect under loose/large-
society condition.

2.Social structure also has a — presumably universal — effect!

‣ This suggests that aspect of social structure and cultural 
types may be competing predictors of typological 
distributions.

• Possible other cases: 

• kinship and marriage models and kinship terminology

• generational groupings and Lardil-style ‘kintax’ (see Evans 
2003 in Ann. Rev. Anth. for recent discussion)

• social stratification and honorific grammar

15



 

Match theories and relativism: what’s behind it?

•Assumption: conceptual/pragmatic structure (‘thinking’) ≠ 
semantic structure (‘speaking’) (e.g. Levinson 1996)

•Observation: processing and acquisition is easier if the 
semantic structure matches the conceptual structure: 
“Thinking for Speaking” (Slobin 1996)

•Hypothesis: given certain types of frequently used structures, 
expect certain conceptual structures to dominate: q ~ p!
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A note on sampling

•Small can be better than big!
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Spread theories: processes underlying diffusion

18 3

Shift from
LB to LA:
LB|→LA

Creoles and linguae 
francae

LA’, possibly followed by death of LB
and possibly followed by copy 
effects LA’ → LA (‘substrate’)

incomplete LA 
acquisition

Abrupt shift

Processes Results

Inspired by the debates between  Thomason 2001 and Ross 2007

LA copies LB:
LB→LA  

Borrowing (material)

Calquing, Metatypy

LA’



 

Spread theories

•From all we know, contact is frequent and universal, and it is 
likely that it has been frequent and universal throughout the 
history of our species.

•Problem: contrary to a widespread belief, we cannot infer past 
contact from linguistic distributions!
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Problem 1: circularity

•Suppose we find a set of frequency peaks in a set of variables 
in some geographical region, an ‘isopleth’ (van der Auwera 
1998, Haspelmath 2001, on Europe)

•A competing explanation is that the variables are universally 
correlated.

•When testing universal correlations, we must control for 
areas....
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Problem 2: What counts as evidence?

•Suppose we find evidence in 5 variables (as is the case in the 
Balkan area)

•In a survey of 200+ variables (the size of modern databases), 
we can expect to make 5 hits by chance!
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Problem 3: testability

•If an area is defined by linguistic data, how can it be tested?

•We can always discern clusters on a map...!
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Response: Predictive Areality Theory (Bickel & Nichols 2006)

•Each variable has its own history of and potential for change 
and spread.

•Each distribution requires its own explanation.

•Variables may or may not have overlapping distributions.

•If variables have an overlapping distribution, shared history is 
one plausible explanation = a Predictive Areality Theory.

•Any Predictive Areality Theory must be grounded in what we 
know from population history through archaeology, genetics, 
ecology, geography, economics, demography, etc.
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Predictive Areality Theory (Bickel & Nichols 2006)

•Under this approach, areality is not a typological fact, but a 
predictor variable predicting typological distributions. (This is 
the exact opposite of what areality was under classical 
approaches!) 

•g(E(q)) = α + β1AREA + βjpj...+βkpk, where 

•pj...pk control for structural pressure and where 

•inheritance is controlled for either by the Skewed Family 
Method or the G-Sampling Method

•The such models (many q, high β1’s) are statistically 
supported, the more robust is the theory.
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A case study: Eurasia

•Extralinguistic bases for the theory:

•historical records, archeology and known effects of cultural 
spreads

•human populations genetics
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Eurasia: known and reconstructed history

•Repeated conquests and migrations, mostly male-dominated

 Nichols 1998

PIE > Iranian > Turkic > Mongolian (Golden Horde)
Uralic
Anatolian > Armenian > Iranian > Turkic > Mongolian
Loanwords and technology (agriculture!)



 

Eurasia: known and reconstructed history

•The Silk Road(s)
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Eurasia: known and reconstructed history

•Religious traditions in South, East and Southeast Asia

•Religious traditions in Mesopotamia and Western Eurasia

•Religious traditions in Central Asia and the Himalayan Plateau 
(and adjacent regions)

•Culinary traditions in South and Southeast Asia
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Eurasia: genetics

N vs. O Y-chromosomal haplogroup split about 34ky ago 
suggests a “counter-clockwise northern route of the Y-
chromosome haplogroup N from Southeast Asia towards 
Europe” (Rootsi et al. 2007):

29
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Figure 2 Geographical distribution of NO clade. (a–g) Spatial frequency distributions of the NO clade: NO*, N (overall distribution of hg N), O
(overall distribution of hg O), N*, N1, N2, N3. Maps are based on data from Supplementary Table 1. We label various panels following the YCC ‘by
mutation’ format by adding the relevant mutation suffix.

Origin and phylogeography of Y-haplogroup N
S Rootsi et al
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European Journal of Human Genetics

Approximate spread zone of the most widely spread mtDNA haplogroups



 Kittles et al. 1998, Semino et al. 2000, Nasidze et al. 2003

Eurasia: genetics

•Known cases of language shift:

•Probably many more such cases since language loyalty is 
known to have been very low in Northern Eurasia (Nichols 
1998)
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Eurasia

•All this evidence together suggests strong effects of EURASIA 
onto the distribution of many typological variables.

•Preliminary results from the World Atlas of Language 
Structures: 30 out of 100 test positive for EURASIA effects, 
after 

•controling for known universal correlations and 

•adjusting significance levels for accidental hits due to 
multiple testing

•and we keep finding more, e.g. in the case ~ word order 
model!
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Overall conclusions

•Understanding typological distributions requires

•developing explicit theories about explanatory factors:

•‘match’ factors: principles leading to universally uniform 
structural pressure in diachrony

•‘spread’ factors: effects of language contact and faithful 
inheritance within families

•deriving statistical models from this and

•testing these models against fine-grained variables in 
sufficiently rich databases (where ‘rich’ is not necessarily 
the same as big!)
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Some common misconceptions

•“Typology is about synchronic classification of languages.” 

✴No, it is about measuring similarities of linguistic 
structures across and within languages and explaining 
them in terms of diachronic factors

•“Typology is functionalist.” 

✴Only true for ‘match’ theories; not for ‘spread’ theories, 
and both are important!

•“Typology doesn’t care about formal (mathematical) models.” 

✴No, at least Distributional Typology relies on the 
mathematical modeling of similarities and of distributions.

•“Typology doesn’t care about within-language diversity.” 

✴No, if  we use the right set-up of variables and databases!
33


