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Al-Horais, Nasser oral presentation

On the Universality of Auxiliary Verbs

Delimiting properties of auxiliary verbs vis a vis lexical verbs has been the topic of continuous debate
in generative grammar. It has, as stated by Heine (1993: 26), “provided one of the most popular
battlegrounds for disputes of linguistic theory.”

Although it has often been observed that there is no any specific language-independent formal
definition that can be used to determine the characterization of any given element as an auxiliary verb
(Anderson 2006: 5, Kuteva 2001:5, cf. Heine 1993: 70), the current paper argues that there is still
room to find some universal properties that help us end up with the conclusion that auxiliaries and
lexical verbs are two distinct types of syntactic entities. To this end, this paper describes carefully the
characteristics necessary for what is to count as an auxiliary verb.

Having done that, the paper turns to argue that at least two universal properties must co-occur in
order to distinguish the auxiliary verb from other syntactic categories. (i) Auxiliation should be
understood as the development of constructions into markers of tense, agreement, modality, and
perhaps aspect. (ii) Auxiliary verbs do not enter into a thematic relation with the arguments in the
sentence, leaving this job to the lexical verbs that auxiliaries tend to occur separately from. This may
constitute the standard syntactic argument that auxiliaries and lexical verbs are two distinct types of
syntactic entities.
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Antonov, Anton oral presentation

Allocutivity vs anti-allocutivity: a closer look at non-argumental
addressee- vs. speaker-encoding

This presentation deals with two symmetrical phenomena independently attested in a number of
unrelated languages where they are known under different names but which can be described as the
encoding of a non-argumental addressee viz. speaker in (most) main-clause predicates.

The former has been recognised in its own right and fully described as such (only) in Basque, where
it is known under the term ‘allocutivity’ (Hualde and de Urbina, 2003, 242). Despite language-specific
differences in use and degree of grammaticalization, careful examination of data from several
unrelated languages shows that allocutivity phenomena share a number of morphological and
syntactic traits (XXXX, under review).

There seems to be no label for the latter, i.e the encoding of a non-argumental speaker, for which |
would like to propose the term ‘anti-allocutivity’.

The aim of this presentation is to present data illustrating anti-allocutivity phenomena in the
world’s languages, to propose a typology thereof along the lines of Fig. 1 (which exemplifies this in the
case of allocutivity), and to analyse their (shared) crosslinguistic morphological and syntactic
properties.

Alkscutivity
| |
word-level sentence-level
maorphalogical lexical lexical
affix suppletive form phrase partide
— T —
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A '\-\.\_R_P____.- ——:__& ’\
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Figure 1: Types of allocutivity

Some preliminary findings include the fact that contrary to allocutivity, in the case of antiallocutivity
morphological encoding on the verb by means of a grammaticalized affix is rare (possibly non-
existent), whereas sentence- nal particles (which in the case of an SOV language cliticise on the verb)
seem to be frequent; the gender of the non-argument is not always encoded in the case of allocutivity
but seems to be always encoded in the case of anti-allocutivity and there seems to be no language
encoding both a non-argumental addressee and a non-argumental speaker.
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Arkadiev, Peter oral presentation

Double marking of prominent objects: a cross-linguistic typology®

Since the introduction of head- vs. dependent-marking as a typological parameter by Nichols (1986),
not much attention has been paid to marking of arguments simultaneously by case-marking and
verbal cross-referencing. Notable exceptions are Siewierska (1997) and Bakker & Siewierska (2009).
The latter claim that “the likelihood of an argument exhibiting both overt agreement and case
marking” declines according to the hierarchy A(gent) > P(atient) > R(ecipient). | argue that this claim
must be qualified against data from a variety of genetically and areally unrelated languages where a
well-defined and cross-linguistically recurrent type of non-A argument systematically exhibits double-
marking.

As is well-known in Romance linguistics (e.g. Leonetti 2008), referential/specific objects (both
ditransitive Rs and monotransitive Ps) in Spanish dialects and Romanian are both case-marked by an
adposition and “doubled” by a cross-referencing clitic. Similar situations, when case-marking and
cross-referencing of objects co-occur rather than exclude each other, can be observed in numerous
languages, such as Amharic, Burushaski, Dera, Macedonian, Maithili, Mollala, Neo-Aramaic, Sentani,
Thulung Rai, Usan, Yade.

| propose to classify these phenomena according to the following parameters: (i) what kind of non-
A argument (P, R, or both) participate in double-marking; (ii) which factors determine double-marking
(animacy, specificity, semantic role, or combinations thereof); (iii) is the same marker used both for P
and R, as in e.g. Spanish, Maithili and Mollala, or these roles are distinguished in head-marking,
dependent-marking, or both, as in Romanian and Burushaski; (iv) whether head- and dependent-
marking can occur independently of each other (cf. Baker 2012 on Ambharic).

The existence of strikingly similar patterns of double-marking of ditransitive recipients and
animate/definite/specific monotransitive patients in a variety of unrelated languages suggests that this
morphosyntactic pattern should be recognized as a cross-linguistic type of argument encoding.
Moreover, it is obvious that double-marking of prominent objects is motivated by well-known
universal functional preferences favouring overt case-marking of and overt agreement with
animate/definite/thematic objects (cf. Givon 1976, Bossong 1985, Dalrymple & Nikolaeva 2011).

References

Baker M.C. (2012). On the relationship of object agreement and accusative case: Evidence from
Ambharic. Linguistic Inquiry 43-2, 255-274.

Bakker D. & Siewierska A. (2009). Case and alternative strategies: Word order and agreement marking.
In: A. Malchukov & A. Spencer (eds.), The Oxford Handbook of Case. Oxford: OUP, 290-303.

Bossong G. (1985). Empirische Universalienforschung: Differentielle Objektmarkierung in den
neuiranischen Sprachen. Tubingen: Narr.

Dalrymple M. & |. Nikolaeva (2011). Objects and Information Structure. Cambridge: CUP.

Givon T. (1976). Topic, pronoun, and grammatical agreement. In: Ch. Li (ed.), Subject and Topic. New
York: Academic Press, 149-188.

' The work is supported by the Russian Foundation for the Humanities grant #11-04-00282a
Association for Linguistic Typology 10th Biennial Conference (ALT 10) — 2013 August 15-18, Leipzig



Asao, Yoshihiko poster

Suffixing Preferences: Psycholinguistic Effects on Historical Change?

It has been known that suffixes are more common than prefixes cross-linguistically (Dryer &
Haspelmath, 2011), and a number of accounts have been proposed, including psycholinguistic,
historical, and formal accounts. Psycholinguistic accounts (Cutler et al. 1985, among others) are based
on the idea that prefixes have some disadvantages over suffixes in language processing. There is,
however, a weakness shared by psycholinguistic approaches: they only predict the general preference
for suffixing and cannot account for the fact that the strength of suffixing preferences widely varies
depending on grammatical categories. For example, while case marking shows strong suffixing
preferences, person marking shows no evidence of suffixing preferences.

This study examines the possibility that a combination of a general psycholinguistic preference and
historical origins can explain the current distributions of affixes. An illustrative example is discussed in
Dryer (2011) for negation morphemes. In syntax, a negation morpheme more often precedes the verb
than follows it, presumably because a negation morpheme that follows its scope causes a semantic
garden path effect. In morphology, on the other hand, there are about the equal number of negation
prefixes and suffixes. This can be readily explained if we assume that morphological negation markers
come into being through the morphologization of syntactic negation words, but because of an
independent psycholinguistic factor, preposed negation words are more often prevented from being
morphologized. The historical and psycholinguistic factors cancel out each other and about the equal
number of prefixes and suffixes results. This study is an attempt to pursue this approach in a more
systematic way.

This study compared the typological frequencies of
corresponding syntactic and morphological grammatical
morphemes for each grammatical category, based on the
literature on grammaticalization and the typological databases : .|
including Dryer and Haspelmath (2011). For example, it has been i _
argued that gender markers typically evolve from demonstratives : —
via the stage of definiteness markers (Greenberg, 1978). There
are about the equal number of preposed and postposed - ‘ '
demonstratives and definiteness markers; as expected, we ) ' -
observe suffixing preferences in gender markers in morphology.

Overall, our results confirmed that (i) there is a correlation
between syntax and morphology, and that (ii) on top of that, the
distribution is skewed towards postposing in morphology, as in Figure 1. Some grammatical
categories, however, are outliers: object agreement markers are preposed more often than expected,;
case markers are postposed more often than expected.

We compare our results with accounts that do not resort to a general psycholinguistic preference
such as Giv'on (1979), and discuss how predictions diverge.

Figure 1: Ratio of preposed elements in syntax
and morphology
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Baermann, Matthew oral presentation

Suppletive kinship term paradigms in the languages of New Guinea

In some languages, the possessed forms of nouns, particularly kinship terms, may show suppletion
according to possessor person. For example, in Awtuw (a Sepik language of New Guinea; Feldman
1968), ‘grandfather’ is split into two forms, eywe with 1st person possessors, and yar with 2nd and
3rd. Prior accounts of this phenomenon (e.g. Merlan 1982, Dahl & Koptjevskaja-Tamm 2001, Drossard
2004, Ortmann 2006, Vafaeian 2010) have ascribed it to the special relationship of 1st person
possessors to kinship terms, leading inter alia to the use of a marked term (hypocoristic or term of
address) by speakers making reference to their own kin, yielding an apparent 1st ~ non-1st suppletive
alternation. However, these accounts have been based on a limited stock of examples; a fuller
treatment reveals a considerably wider range of patterns.

The present study expands the existing typology on the basis on the languages of New Guinea, an
area where suppletive kinship terms appear to be more common than elsewhere. Examples are drawn
from 30 languages spread across 7 families/phyla (including 7 branches of the Trans-New Guinea
phylum), and classified according to (i) the paradigmatic pattern of stem suppletion, and, where
possible, (ii) the hierarchical relationship between forms (where relevant) -- which is the marked term
and which the default term? On the first parameter, two stem alternation patterns predominate: 1st
person ~ non-1st person -- by far the most common -- and 3rd person ~ non-3rd person. Within each
of these there is evidence for either of the logically possible values of the second parameter. The
combined typology is illustrated in (1), using the word ‘father’ in 4 languages of the Trans-New Guinea
phylum. Telefol (Mountain Ok; Healey 1962) and Tainae (Angan; Carlson 1991) both display 1st ~ non-
1st patterns. In Telefol the bare non-1st person stem (= 3SG form) is the default, while in Tainae it is
the 1st person stem. In both cases evidence for the default status of a given stem comes from the fact
that it can be used -- accompanied by possessive pronouns -- for ANY possessor person. Ekagi (Wissel
Lakes; Drabbe 1952) and Usan (Madang; Reesink 1987) illustrate 3rd ~non-3rd stem alternations. In
Egagi it is the non-3rd person stem ajta which is the default, while in Usan, it is the 3rd person stem
which is the default. In both cases the evidence for default status comes from the clearly non-
referential use of the terms in texts. Several languages also provide examples of 3-way person
suppletion, but these (i) always occur as a minor pattern alongside one of the stem alternation
patterns shown in (1), and (i) there is good morphological evidence that they can all be interpreted as
the concatenation of the two dominant stem alternation patterns.

(1) Telefol Tainae Ekagi Usan

15G aatum apo 1 | na-ajta) tam

25G k-aalab ti-no 2 | aka-ajta-] tain

3sG aalab ka-no 3 na-kamee ur
stem altemation pattem:  1¥ ~non-1st 1" ~ non-1st 3™ ~non-3rd 3™ ~non-3rd
default stem: non-1* 1st non-3" 3rd

Thus these patterns discussed here cannot all be attributed to the special status of 1st person, pace
previous observers. Rather, there are two binary paradigmatic splits (1st or 3rd person vs. everything
else), where the markedness relationship is not fixed, but may vary across and even within languages.
The resulting paradigmatic oppositions largely coincide with the patterns of subject person syncretism
seen cross-linguistically in verbal inflection (Cysouw 2003, Baerman 2004), which is striking, given both
the morphological differences (stem suppletion vs. largely affixal inflection) and the semantic
differences (kinship relation vs. verb subject).
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Beermann, Dorothee / Mihaylov, Pavel oral presentation

Linguistic Annotations and Knowledge Representation

In recent years linguists have become more interested in data-oriented research. They use corpora
and they manage primary data. In their efforts they are helped by modern linguistic tools which
promote standardisation and the use of metadata. In this way persistence and interoperability of
primary linguistic data is gradually increasing.

As a timely initiative, Linked Open Data is of relevance for different kinds of linguistic online
resources, including specialised encyclopedic knowledge banks such as the WALS, endangered-
language archives, and federative linguistic online databases such as TypeCraft and the SSWL. Given
new web technologies, it has become possible to search for embedded objects and in particular for
classes and properties defined in ontologies. Applied to linguistics this means that indexes, in the form
of linguistic glosses, become central as links between primary language data and more abstract
linguistic knowledge.

Present attempts to make linguistic ontologies operable are still too weak. The online system,
TypeCraft for example, provides URI-links between system tags and GOLD to allow the look-up of
linguistic notions. Yet, in its present form the relation is not interactive and not informative enough to
be useful for the linguistic glossing process. Although development within the Digital Humanities has
made linguistic ontologies more framework independent and more comprehensive, ontologies are still
not used to their full potential.

In our presentation we will discuss annotation and ontology integration, building on work by
Chiarcos (2008). We will describe our own annotation model which consists of relations between
morphemes, strings of tags (rather than individual ones) and tag classes, to suggest a design beyond
the simple 1-1 mapping from tag to grammatical concept. We are particularly interested in the
annotation of multi-lingual data from less-documented languages. We furthermore would like to
reflect the incremental character of the linguistic annotation process (Mosel 2006a) by promoting a
more dynamic integration of ontological knowledge.

In our presentation we would like to suggest a design which allows us to supplement subclassOf
relations with disjointness and n-ary relations, as well as the flagging of certainty.

In order to discuss design questions on a fairly concrete level, we have acquired in-depth hand
annotated data of 4 less-documented languages from typecraft.org. These languages feature between
56186 and 3079 annotated morphemes, and we will discuss this data in our presentation.
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Bisang, Walter oral presentation

Numeral classifiers as markers of (in)definiteness — Conditions of
grammaticalization and the existence of pre-established categories

The cross-linguistic homogeneity of grammatical categories is taken for granted by some linguists,
while many typologists deny the existence of pre-established grammatical categories (Greenberg
1963, Haspelmath 2007). This paper will support the critical stance against cross-linguistic categorial
homogeneity by showing that the function of categorial markers is determined by the specific
conditions under which grammaticalization processes take place. To show this, it will discuss numeral
classifiers as a source of (in)definiteness markers in some East and mainland Southeast Asian
languages and it will look at the extent to which they can be compared to definiteness markers based
on other sources (demonstratives, possessives, case in DOM).

Numeral classifiers are generally associated with the function of counting and with the lack of
obligatory plural marking (Greenberg 1974). In this context, they individuate or atomize a concept.
What is less well-known is that they also can express (in)definiteness if they occur in the
[Classifier+Noun] construction. This is the case in various Sinitic languages (Cantonese, Wu Chinese,
and marginally also in Mandarin Chinese) as well as in various Hmong-Mien languages, among them
Hmong and Weining Ahmao. The paper will analyse the specifics of the (in)definiteness functions of
classifiers in each of these languages and it will show that there are two factors that determine their
(in)definiteness function:

() Numeral classifiers refer to certain properties of the object they mark (e.g. thuman,
tone-dimensional, tbook-like) and thus restrict the search domain of the hearer. The
hearer will look for something that is one-dimensional if a classifier for one-dimensional
objects is used.

Due to this identificational function, the classifier in [Classifier+N] marks familiarity
rather than uniqueness.

(i)  Each of the languages discussed is characterized by the omission of grammatical markers
if they can be inferred from context.

As a consequence, the classifier is not obligatory even if it is a highly grammaticalized

(in) definiteness marker. Once a referent is firmly established, it will simply be expressed
by a bare noun.

These two properties are manifested as follows in individual classifier systems:

(@  Sinitic: The interpretation of the classifier depends on word order as it is associated with
information structure: In preverbal positions (topic), the classifier in [Classifier+Noun] is
definite, while it tends to be indefinite in the postverbal position (focus). The definiteness
expressed by the classifier is not based on uniqueness but rather on familiarity (on
identifiability/familiarity and topic, cf. Lambrecht 1994). If the classifier occurs with a
unique concept, it refers to its familiarity in the discourse situation.

(b)  Hmong: The classifier only marks definiteness in terms of familiarity irrespective of
word order but its use is still driven by discourse and pragmatic inference.

(c)  Weining Ahmao has developed an inflectional paradigm for classifiers that combines
singular/plural, definite/indefinite and size (augmentative, medial, diminutive). In spite of
this, the classifier is not fully obligatory. It is obligatory only with foregrounded
concepts, while backgrounded referents do not take a classifier.
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Bond, Oliver / Hildebrandt, Kristine oral presentation

Optional ergative case marking: what can be expressed by its absence?

Both the presence and the absence of information are sometimes equally useful for communication. A
substantive example of this paradox is found in languages where otherwise obligatory grammatical
information identifying core arguments (e.g. ergative case) may be ‘optionally’ absent without any
consequences for the grammatical function of NPs in the clause. Far from being communicatively
uninformative, the absence of ergative case marking has been linked to a range of different effects on
the meaning of a clause within languages exhibiting this variability (McGregor 2009). These include
focus alternations (e.g. Tounadre 1995), and the marking of modality (e.g. Hildebrandt 2004) and
aspect (e.qg. Li (2007).

The existence of optional ergative case marking (OEM) raises important questions about our
understanding of the role of case in language by (i) contesting the theoretical predominance of purely
structural and lexically governed cases in mainstream linguistic theory and (ii) challenging
preconceived ideas about the relationship between effability, obligatoriness and grammaticality. The
factors that condition OEM cross-linguistically indicate that an adequate model of language must take
into account subtle yet generalisable semantic and pragmatic conditions on the morphological form of
core arguments (McGregor 2009). This clearly indicates that both morphosyntactic features (such as
case) and conditions on those features (in the sense of Corbett 2006, 2012) play an important role in
the distribution of case marking.

OEM is attested in many languages of the Himalayas, Australia and Papua New Guinea, yet little is
currently known about possible variation in conditions on case-optionality across closely related
languages in contact. This research reports on the results of a micro-typology of Indic, Tamangic and
Tibetan languages spoken within the Tibetan Plateau Buffer Zone between the more typologically
consistent Indospheric and Sinospheric Tibeto-Burman languages of the region (Matisoff 1991, Bickel
and Nichols 2003, Hildebrandt 2007). Our approach, which uses data gathered using parallel elicitation
and discourse collection methods, permits the exploration of linguistic variability through exploring
the consistencies and subtle differences among the languages under investigation.

In this paper we discuss the factors that permit OEM for each language, including the types of
features underlying splits in grammatical domains that permit OEM, and the language-specific
pragmatic and structural conditions under which ergative case marking is absent. Specifically, we
consider the roles that features and conditions play in establishing the distribution of ergative case
and consider whether instances of ‘optional ergative case’ involve an ergative case feature.

Our approach aims to distinguish between (i) arguments that are consistently ergative (i.e. where
the role of this case feature value is clear), (i) arguments where the absence of ergative marking
simply indicates the use of a morphologically unmarked case (such as absolutive, which is zero-marked
in many of the languages in our survey), and (iii) arguments where the absence of ergative case
marker indicates an alternation in the morphosemantic or information-structural properties of the
clause, but not the grammatical function of the NP.

We demonstrate that while tense-aspect, focus and volitionality of the subject are clearly
important factors in determining the splits in the marking of ergative case in some languages such as
Nepali and Lhasa Tibetan, conditions on the distribution of ergative in other languages such as in Nar-
Phu (Noonan 2003) and Manange (Hildebrandt 2004) are much less consistent. Rather than being
predictable on the basis of a single condition or, indeed, being rigidly fixed, the evidence examined
points to an analysis of OEM in which a multitude of conditions on case marking are employed to
indicate a meaningful contrast.
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Bourdin, Philippe oral presentation

On the crosslinguistic status of directional deixis

It is standard practice in reference grammars and dictionaries to use the glosses ‘come’ and ‘go’ in
such loose fashion as to suggest some sort of crosslinguistic semantic/pragmatic “equivalence”
between the markers at issue. Such congruence is also usually taken for granted by linguists working
within the grammaticalization “paradigm”. However, several studies addressing specific languages or
groups of languages (e.g. Ricca 1993; Wilkins & Hill 1995; Botne 2005) have shown how problematic it
is to discount the actual range of discongruence from one language to the next: for instance, German
kommen does not exhibit as much deictic strength as Spanish venir and Russian prijti/prixodit’ even
less so.

This paper argues that it is empirically justified, on balance, to bestow on directional deixis (DD) as
a notional category much the same status as is classically granted to temporal deixis. This is because
there is a clear tendency for markers implementing this putative category to display any number of a
reasonably well-defined set of properties, most of which are attested across a broad spectrum of
languages.

Putative DD systems are structured by a fundamental two-pronged asymmetry: (a) itive markers
are deictically weaker than ventive markers, a semantic property with demonstrably transparent
morphosyntactic correlates; (b) the intrinsically relevant variable is the deictic status of the goal of the
motion event, not that of its source.

It is extremely common for DD markers to belong to closed paradigms, whether they be clitics (e.g.
Somali) or affixes (e.g. German, Laal, Mohawk) or whether they consist in segmental or
suprasegmental alternations (e.g. Kwaami, Pokot). When DD is lexically implemented, the verbs
involved are almost invariably singled out by morphological idiosyncrasies (e.g. suppletion) or
distinctive types of syntactic behaviour, proneness to serialization being only the best known of these.
Obligatoriness of coding is another recurring property. Thus, failure to specify the deictic status of the
goal may be disfavoured in varying degrees for some types of motion episodes, whether these are
self-standing (e.g. Lisu, Palauan) or “associated” with an open-ended set of events (e.g. Australian and
Chadic languages). Obligatoriness may also be instantiated indirectly: DD is not infrequently handled
by portmanteau morphemes co-specifying the status of the motion event with respect to selected
topographical coordinates (e.g. Sobei, Anggor) or co-encoding such prototypically grammatical
categories as sentence force, tense/aspect, modality, person, diathesis or evidentiality (e.g. Iragw,
Barasano, Karaja).

Redundancy is a fairly common feature of DD systems (e.g. Yavapai, Nahuatl). It sometimes allows
for the sort of syntagmatic redundancy typically associated with such functional categories as person,
number or tense (e.g. Turkana, Dahalo, Comanche).

The susceptibility of putative DD exponents to grammaticalization processes is endemic across
languages. Because they involve a break from the referential domain, pathways that lead from the
encoding of DD to that of valency manipulation (e.g. passive voice in Italian and Scottish Gaelic;
applicative voice in Krongo) are of special significance, especially those followed by markers “already”
belonging to closed paradigms (e.g. Burushaski, Sochiapan Chinantec, Mosetén).
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Boyeldieu, Pascal oral presentation

Theme session: Predicate-centered focus from a cross-linguistic perspective

Verb apocope as a marker of predicate backgrounding in Yulu (Central Sudanic,
Chad/Sudan)

Provided that they are followed either by a pause or by the polar interrogative nee / -ee, some Yulu
verb forms are articulated without their final vowel (non-intense a ). Contrast 1-2a and 1-2b below:

(la) mesa days (1b) niing  k-aay
chief.DEF 3.come who? FOC-come
‘The chief came.’ ‘Who came?’

(2a) a-laays nee (2b) a-cé laay-ee
3.FUT-come Q 3.FUT-NEG come-Q
‘Will he come?’ ‘Won’t he come?’

This apocope, which is then to be observed in very restricted contexts only (final position or before the
polar interrogative), affects systematically — i.e. without any possible choice — the subject-focalizing
forms (e.g. 1b), the negative forms (e.g. 2b), and, in dependent clauses, the purposive and the
consecutive forms. It is clearly related to discourse hierarchy (or information structure) and indicates
predicates that are backgrounded because of the assertion (or ‘focus’ in a wide sense) bearing either
on another constituent (subject, negation) in the same clause, or on the predicate of the preceding
main clause (in the case of purposive and consecutive).

As was pertinently pointed out by Hyman and Watters (1984), many African languages display two
types of verbal inflections, one type consisting of usually shorter verb forms that are put ‘out of focus’
in the utterance hierarchy, may or may not be optional (‘pragmatic vs grammatical control’), and are
frequently observed, be they free or compulsory, in the following contexts: constituent focalization
(term focus), constituent questions (WHquestions), negation, imperative, relative clauses, and
consecutive clauses. Furthermore, compatibilities of certain tenses/aspects with forms of either type
are sometimes limited.

The aim of the present paper is to give a more detailed account of the situation of Yulu, in relation
with similar phenomena in some languages of the same continent. Finally two different questions will
be asked: 1. What is the real value of a function the marking of which is limited to the above
mentioned contexts? and 2. Are such cases of interaction between verbal morphology and
information structure attested outside Africa? If yes, where and how?

Reference
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Bril, Isabelle oral presentation

Encoding indefinite NPs in Austronesian languages: kind,
specificity, free choice

Elaborating on Haspelmath’s (1997) typology of indefinite pronouns, the focus will be on a typology of
strategies expressing indefinite NPs in Austronesian languages.

Indefinites have to do with reference to kind and genericity, and with referential status in
discourse. Strategies for indefinite reference generally differ along the parameter of specificity,
sometimes along the parameter of reference to real world existence. Some languages encode
reference to kind and to non-specific indefinite entities with bare nouns, others restrict bare nouns to
kind and generics, and use distinct + specific indefinite articles for other types of indefinites. Non-
assertable existential reference may be another parameter at play with a distinct paradigm of
pronouns or determiners used for ‘referentially’ unknown, unexperienced entities with uncertain
existence. In Nélémwa (Bril), bare nouns express kind, the specific indef. article is based on ‘one’, the
non-specific indef. article is xa (also used for free choice), non-referential indef. are marked by suffix —
xo. Generally, reference to kind, free choice and non-specific indefinites are distinct from specific
indefinites. Non-specific indefinite articles generally correlate with T.A.M (irrealis, imperative,
optative, conditional, etc.), or with interrogative, negative or negative existential clauses. While kind is
often expressed by bare nouns, reference to kinds or sub-types of some kind, and to free choice is
often marked by reduplication or plurality possibly with a non-specific article (Biak: sup=0 sup=o (/it.
land-non.sp land-non.sp) ‘different/whatever places’ Heuvel). As for indefinite pronouns
(‘somebody/thing’ etc.), they often display a mixed type using (i) either ontological nouns (person,
thing, etc.) together with existential construction, non-specific articles, or a classifier (Mokilese: armayj-
men (lit. person-HUMAN.CL) ‘someone’, Harrison), or (ii) interrogative WH- pronouns (Amis: cima a
tamdaw (lit. who LNK person) ‘somebody’), possibly combined with disjunctive markers (Maori: wai
ranei (/it. who or) someone’ Bauer). Indefinite free choice (F.C.) pronouns and determiners (‘any X,
‘WH-ever (X)) have scope over a set of atoms/ variables that are expressed by plurality, or
combination with universal quantifiers (all, every), distributive markers, reduplication, reduplicated
WH- pronouns (Kupang Malay: kekayaan apa-apa (lit. riches RED-what) ‘riches of any kind” Paauw);
inclusiveadditive scalar morphemes may also combine (‘too, even, etc.) (Amis: ma a-ma an aca a
munu (lit. RED-what also LNK goods) ‘any kind of goods’), as well as disjunctive markers (Tuvaluan: me
se aa te fakalvelave (lit. or a what the problem) ‘whatever problems’ Besnier). Non-specific indefinite
and F.C. forms only have a potential referent that often triggers epistemic (x perhaps y) or irrealis
morphemes, possibly combining with WH- pronouns (Amis: anu i cuwacuwa (lit. if LOC RED.where)
‘wherever, somewhere’). A typology of the strategies for indefinite NPs will be outlined.
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Brown, Lea / Dryer, Matthew oral presentation

Gender in Walman

The goal of this paper is to discuss how many genders there are in Walman, a language in the Torricelli
family spoken in Papua New Guinea. This is not a straightforward question. There are two
uncontroversial genders in Walman, masculine and feminine, and the majority of nouns belong to one
of these two genders. But there are two other categories that might or might not be considered
genders. One is diminutive, the other is pluralia tantum. In this paper we discuss possible reasons for
considering or not considering each of these to be a gender.

The assignment of nouns to masculine and feminine follows a number of principles. First, all nouns
denoting inanimate objects are feminine (except for the nouns for 'sun' and 'moon’', which might
traditionally have been considered animate by the Walman). Second, for humans and higher animals,
gender is determined semantically. Only for lower animals are the factors determining the assignment
of gender less clear. Masculine and feminine genders are distinguished in Walman only in the third
person singular.

Walman also has an inflectional diminutive, which, like masculine and feminine gender, manifests
itself not on the noun but on words agreeing with the noun, namely a number of nominal modifiers
and both subject and object agreement on verbs. Corbett (2011) argues that the Walman diminutive is
a gender (albeit an aberrant one), but the issue of whether it is a gender is partly if not entirely a
matter of definition. If one defines gender as a feature associated with nouns as lexical items, such
that some nouns are diminutive while other nouns are not, the Walman diminutive is not a gender: in
principle any noun in Walman can be associated with diminutive agreement. For example, the noun
pirinyue 'cockroach' is grammatically feminine and never masculine, but can optionally be associated
with diminutive agreement, as in (1) below.

Another category which might be considered a gender in Walman is pluralia tantum. Unlike pluralia
tantum in many languages, pluralia tantum in Walman do not bear plural inflection, but always trigger
plural agreement, as in (2) below, where chrikiel 'net' is associated with plural agreement and can
never be associated with feminine or masculine agreement. There are four ways in which pluralia
tantum is like a gender in Walman. First, there are a large number of pluralia tantum nouns; in fact,
they outnumber masculine nouns considerably. Second, apart from nouns denoting higher animals,
which are associated with masculine or feminine agreement depending on their inherent gender, all
nouns in Walman must belong to one of three classes of nouns: masculine, feminine, or pluralia
tantum. Third, pluralia tantum noun phrases behave like singular masculine and feminine noun
phrases in that they are optionally associated with diminutive agreement, something that is not
possible with ordinary plural noun phrases (example (1) cannot mean 'l saw a number of small
cockroaches'). And fourth, there is an irregular form ngony of the word ngo 'one' that occurs only with
pluralia tantum nouns, as in (4) (where tokun 'knot' is pluralia tantum), something we might not
expect if pluralia tantum nouns were simply grammatically plural.

(1)  Kum m-etere-| pirinyue. (2)  Chrikiel y-o lapo-y.
1SG 1SG-see-3SG.DIM cockroach net 3PL-be big-PL
‘I saw a small cockroach.’ ‘The net is large.”

(3)  Chrikiel pa<l>ten -0 nyopu-l. (4)  N-optu-y tokun ngo-ny!
net that<DIM> 3SG.DIM-be good-DIM 3SG.MASC-tie-3PL knot one-PL
‘That tiny net is good (useful).’ ‘Tie one knot!”
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Brown, Dunstan / Chumakina, Marina oral presentation

Middle distance agreement in adpositions: a typological niche

Agreement on adpositions is well-known but typologically uncommon, as indicated by Bakker’s (2011)
study of person marking. The familiar instances typically involve agreement in person (and number),
and it is relatively easy to define the syntactic domain of agreement. Thus, in (1) the domain is a
prepositional phrase (PP), in (2) it is an NP which has a whole PP as its dependent:

(1) Welsh:
llun [ohoni hi]
photograph of.35G.F  she
‘photograph of her’

(2)  Hindi:
[us  strii kaa] betaa
that woman of.M.SG son
‘that woman’s son’ (McGregor 1995: 9; Spencer and Nikolaeva 2012: 210)

Agreeing adpositions of type (1) are observed in genetically and areally diverse languages, including
Breton, Hebrew, Hindi, Savosavo (Papuan), Tehuelche (Chon), Turkish. Less is known about type 2.

We wish to draw attention to a third pattern, where the agreement expresses gender and number,
and the controller is outside both the adpositional phrase and the NP but within its immediate clause.
We call this phenomenon ‘middle-distance agreement’ by analogy with long-distance agreement, i.e.
agreement outside the clause. The Daghestanian language Archi presents an example of this
phenomenon:

(3)  goroxci b-ag‘a ha‘tar-Ce-qfa-k e<»qg’en
rolling.stone(Il1)[SG.ABS] 11.5SG-come.PFV  river(IV)-SG.OBL-INTER-LAT «lll.SG>up.to
‘The rolling stone went up to the river’.

In (3) ebg’en governs the lative and heads a phrase ‘up to the river’, an adjunct of the verb ‘come’, but
agrees with the absolutive ‘rolling stone’. The phrase ha‘teréeq‘ak ebg’en forms a syntactic
constituent: nothing can be inserted between the postposition and its governee, and the whole
phrase can be fronted. But the controller is external to this constituent.

Other Daghestanian languages present a similar picture: in Dargi the postposition salaw governs
the genitive but agrees with the absolutive Ibin:

(4) qalla sala-w kejz-ib-li ibin u-di
house(N).GEN before-M  M.sit:PF-PRET-CVB  Ibin.ABS M.be-PST
‘Ibin was sitting in front of the house.’

In Tsakhur the postposition ab agrees with the absolutive ‘we’:
(5) Si wo-b-ni centr-é a-b
1PL.ABS be-HPL-PCL centre-IN inside-HPL

‘We were in the centre.’

Dargi and Tsakhur allow their agreeing postpositions to be used adverbially, i.e. without the governee.
Similar behaviour is observed in other Daghestanian languages, such as Bagwalal, Godoberi and
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Khvarshi. Adverbial agreement is much more common typologically, unlike middle-distance
agreement. In Daghestanian languages, there are normally more agreeing adverbs than agreeing
postpositions. Indeed, in Tsakhur the word sana ‘together’ does not agree in its postposition function,
but does when being used adverbially.

Archi stands out in that the agreeing adposition does not allow the adverbial usage yet it shows
middle-distance agreement and as such violates the typological expectation for the agreement target
and controller to make a syntactic constituent. It is not, however, surprising to find this type of
agreement in this language family. Daghestanian languages are also famous for long-distance
agreement. As with LDA, middle-distance agreement is lexically defined (only some postpositions
exhibit it), and they are grounded in the pervasive mechanism which requires agreement with the
absolutive, which may explain its infrequency elsewhere.
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Chan, Ariel Shuk-ling poster

The emergence of zeonhang as a progressive marker in Hong Kong
written Chinese - and its typological comparison with Dutch aan
het-construction

Chinese has long been known as a language having a relatively rich repository of aspect markers. In
Hong Kong written Chinese(HKWC), zoiat’ and zingzoiright at’l are themarkersthat are most
commonly used for expressing the progressive aspect. However, it is recently discovered that the
lexical verb zeonhang'(be) in progress’ is becoming more versatile and is increasinglyused as a
progressive marker, as shown in the following example.

GwokTaai honghung =zingsat ., ceofsi  feigei zoi  zeomhang
CathayPacific airlines  confirm accident plane at- PROG
cenggit i, waattal dat bei  lmidung

clean -time evacuationslide suddenly Pass activate

‘Cathay Pacific Airlines confirms that when the plane which had the accident
was being cleaned, the evacuation slides were suddenly activated.
(Sharp Daily, 05/10,/2012)

From a synchronic perspective, this paper examinesthe degree of grammaticalization of zeonhangby
identifyingtheperceived preferences and constraints of the markerby native users ofHKWC. An
acceptability judgment task, based on the model of Flecken (2011)on the grammaticalizing Dutch aan
het-construction, was administered to 121 participants. Results show that zeonhangis anchored
mainly in here-and-now contexts and is most compatible with dynamic predicates. Also, the thematic
role of the subject is found to be the most determining variable for the adoption of zeonhang, in
which subject as patient is highly favorable for the marker. Thiscan be attributed to the semantic
retention of thelexical origin of zeonhang,as well as the topic-prominent property of Chinese. For age-
related differences, the middle group (20-30 years old)is discovered to be least likely to apply
zeonhang.

Though Dutch and Chinese are languages which are typologically distant from each other, a
comparison of the results between the Dutchstudy(Flecken, 2011) and the present
onerevealssimilarities intheir contexts for the grammaticalizationof progressive markers:In terms of
temporal contexts and situation types, the acceptabilityranking of aan het and zeonhangarealike.

Consistent with the findings of previous studies(cf. Bybee, Perkins and Pagliuca, 1994; Comrie,
1976), this paper showsthat there are some language-universal criteria for the development of
progressive aspect markers in different languages,evenif these languagesare from distinct language
families.
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Chan, Ariel Shuk-ling / Wong, Tak-sum / poster
Yap, Foong Ha

On the development of benefactive /aiin Cantonese:
Implications for the relationship between benefactive and
purposive uses of directional verbs

Directional verbs are highly versatile elements that are susceptible to grammaticalization (Svorou 1994). Of
these, the directional verb ‘come’ is observed to have grammaticalized into markers that can develop into
tense-aspect markers, as well as purposive markers, among other functions, in various languages (Heine
and Kuteva 2002). In Cantonese, the lexical verb /afcome’ has likewise grammaticalizedinto a purposive
marker, and it can also convey past and/or emphatic meanings when used as a sentence final particle (SFP)
(Cheung 1972; Leung 2005; Yiu 2001). In this paper, we will examine the relationship between purposive
and benefactive uses of /aiin Cantonese, with implications for other Chinese dialects and other languages.

The present study explores the grammaticalization of /afrom a diachronic point of view using
Cantonese data from the 17thto 20thcentury. These data are obtained from several corpora, among them
the FEarly Cantonese Tagged DatabaseandA Linguistic Corpus of Mid-20thCentury Hong Kong Cantonese
Movies. Our findings indicate thatthe directionalverb /ai underwent two major grammaticalization
processes, onepathwayyielding past and emphatic markers, and the otherpathwayyielding apurposive
marker, with benefactive uses attested more recently in the 19thand early 20thcentury.

Regarding the first pathway, our data show that postverbal uses of/ajas a co-verb meaning ‘come’came
to be increasingly used in sentence final position from the mid-19thcentury. This led to its reinterpretation
within the temporal domain as a perfective marker, and within the pragmatic domain as an emphatic
sentence final particle. The perfective marker was then further grammaticalized to allow it to carry past-
tense meanings as well.

Regarding the secondpathway, our data reveal that lexical verb /aiwas already used asa purposive
markerduring the Ming period; it was attested in Cantonese opera lyrics from the 17thcentury, and
thispurposiveusage survives topresent-day Cantonese. Interestingly, benefactive uses of /aiwere attested in
19thcentury Cantonese (e.g. Bridgman 1841), and this usage survived till the mid-20thcentury. Of
theoretical interest here is the diachronic evidence which suggests that purposive andbenefactive markers
could emerge from directional verbs independently of each other.

In this paper, wewillalso compare the usage of /ain Cantonese with cognates in other Chinese varieties,
including Mandarin, Jin, Hakka and other Cantonese varieties.While the aspectual and purposive functions
of /aiare also popular in other Chinese dialects, the benefactive use of /aiwas attested only in early modern
Cantonese. We posit that structural variations (e.g. a strong tendency in Mandarin to prepose modifying
elements to preverbal position, whereas Cantonese has a higher tolerance for postverbal elements) help
explain this typological asymmetry.
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Collins, Jeremy oral presentation

Theme session: Typological hierarchies in synchrony and diachrony

Word Order Change and Hawkins's Prepositional Noun Modifier
Hierarchy

This paper examines Hawkins's Prepositional Noun Modifier Hierarchy (PNMH; Hawkins 2004). The PNMH
states that in prepositional languages, the longer the modifier, the less likely it is to be pre-nominal. This
also leads to an implicational hierarchy of modifiers: if a prepositional language has pre-nominal possessive
nouns, then it will also have prenominal adjectives; if it has pre-nominal relative clauses, then all the other
modifiers will be pre-nominal. This can be summarized as: Dem > Adj > PossP > Rel (if a prepositional
language preposes one of those modifiers, then it preposes the others further up the hierarchy). However,
| argue that Hawkins's hierarchy is inaccurate when WALS data on

word order is used from Dryer (2011). For example, it incorrectly predicts that prepositional languages with
GenN order will have AdjN order (in fact of the 52 languages with prepositions and GenN order, 37 of them
across nine different families have NAdj order); and that languages with AdjN, NDem order should have
postpositions (whereas in fact 22 out of those 25 languages have prepositions).

| advocate an alternative hierarchy in this paper, the 'Head-Initial Hierarchy': NRel > VO, NAdj > NDem >
AdpN, NGen > NProGen > VS. For example if a language has noundemonstrative word order then it is likely
to have noun-adjective word order; and if it has noun-genitive order then it is likely to have noun-
demonstrative order. Data from WALS to support these and the other elements of the implicational
hierarchy will be given, amd argued to hold more strongly than Hawkins's hierarchy (e.g. there are 475
languages with NDem, NAdj compared with 25 with NDem, AdjN; and 282 with NGen, NDem compared
with 78 with NGen, DemN; Dryer 2011 Chapters 85, 86, and 87).

While Hawkins (2004) argues that the PNMH reflects the nature of processing (Hawkins 2004), | argue
that the Head-Initial Hierarchy reflects two common historical situations: i) word orders changing at
different rates, especially in situations of language contact; Greenberg (1969) showed that relative clause-
noun orderings, verb-object and adjectivenoun orderings are among the first to change in situations of
language contact before noun-demonstrative, noun-adposition and noun-genitive orderings (and these
former orderings may be particularly susceptible to syntactic transfer in bilingual acquisition, e.g. Yip and
Matthews 2000). ii) SOV languages often acquire SVO word order and other head-initial word orders, much
more commonly than the other way around (e.g. Gell-Mann and Ruhlen 2011). Many modern SVO
languages come from families which were SOV, and have retained more conservative head-final orderings
such as GenN, making the ordering GenN, VO relatively common (122 languages); while the rare type
NGen, OV (32 languages) and other violations of the Head-Initial Hierarchy are primarily found in the less
common situation of families which were VO becoming OV (e.g. Tigre in the Ethiopian Semitic family,
Kairiru and Manam in the Oceanic languages of PNG; Dryer 2011 Chapters 83, 86). These two historical
tendencies taken together result in languages tending to have degrees of head-initiality along the
implicational hierarchy given. This hierarchy is thus argued here to emerge from directionality of word
order change and stability of word
orders in language contact, rather than from processing principles.
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Comrie, Bernard / Khalilova, Zaira / oral presentation
Forker, Diana

Theme session: Generalized Noun Modifying Clause Constructions

GNMCCs in Bezhta and Hinuq (Nakh-Dagestanian)

A generalized noun modifying clause construction (GNMCC) is a single construction consisting of a
head noun and a modifying clause that covers the range of English relative clauses, fact-S
constructions, and others. Current interest in the topic was spurred by Matsumoto’s (1997)’'s
treatment of GNMCCs in Japanese, with the three types of English translation equivalents illustrated in
examples (1)—(3).

(1) [gakusei ga  kat-ta] hon
student NOM buy-PST book
‘the book that the student bought’

(2) [gakusei ga hon o kat-ta] zizitu
student NOM book ACC buy-PST fact
‘the fact that the student bought the book’

(3) [sakana o yak-u]  nioi
fish ACC grill-PRS smell
‘the smell of (someone) grilling fish’

The possibility of GNMCCs in Nakh-Daghestanian languages has been noted in earlier work, for
instance Daniel and Lander (2010), but this earlier work has restricted itself to presentation of a small
number of examples without attempting to assess the full range of the construction. We present
extensive data from two languages of the Tsezic branch of the Nakh-Daghestanian language family,
Bezhta and Hinug, in order to demonstrate that these languages show a range of GNMCCs almost
comparable to that of Japanese. lllustrative examples from Hinugq are given in (4)—(6).

(4) [ked-i  r-u:-ho gota] xok’'o-be
girl-ERG NHPL-make-IPVCVB  be.PTCP khinkal-PL
‘the khinkal (a kind of dumpling) that the girl made’

(B) [ui: mecxer b-ik’ekko gota] xabar
boy.ERG money(lll) llI-steal.IPVCVB be.PTCP story
‘the news (or story) that the boy stole the money’

(6) [de masina toA-o gota] mecxer
me.ERG car sell-IPVCVB be.PTCP money
‘the money from my selling the car’

By working through the questionnaire developed within the Stanford University-based project “Noun-
Modifying Constructions in Languages of Eurasia: Reshaping theoretical and geographical boundaries”
led by Y. Matsumoto, B. Comrie, and P. Sells, we show that Bezhta and Hinug do indeed show a variety
of GNMCCs covering roughly the range found in Japanese, but with some notable restrictions. In
particular, when the complement of a head noun expresses purpose, Bezhta and Hinuq do not allow a
GNMCC, but instead require an infinitival complement, as in Hinug example (7).
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(7) [deidu-do @-ir-a]  pikru
me home-DIR |-go-INF thought
‘my intention to go home [lit. the thought for me to go home]’

We examine possible explanations for this discrepancy between Japanese and Bezhta/Hinug, in
particular the different nature of clausal complementation in the two sets of languages: Bezhta and
Hinuq have well-developed clausal complementation constructions independent of GNMCCs, whereas
in Japanese clausal complementation, even when governed by a verb, is largely parasitic on GNMCCs.
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Corbett, Greville oral presentation

Lexical splits and “complete typologies”

A key notion in understanding language is ‘possible word’. While some words (lexemes) are
internally homogeneous and externally consistent, others have splits in their internal
structure (morphological paradigm) and inconsistencies in their external behavior (syntactic
requirements). | first analyse the most straightforward lexemes, in_order to establish a point
in the theoretical space from which we can calibrate the real examples we find. We can then
schematize the interesting phenomena which deviate from this idealization, including
suppletion, deponency, syncretism and defectiveness. These phenomena have been centre
stage for morphologists over the last decade. | now shift the perspective from the
phenomena to the different resulting segments into which lexemes can be ‘split’, in
respective for the phenomenon inducing the split. The key point is the dividing line between
the two (or more) segments of the lexeme’s paradigm. | set out a typology of possible splits,
along four dimensions: (i) splits based on the composition/feature signature of the paradigm
versus those based solely on morphological form. Thus a Russian verb has two segments: one
with a feature s gnature requiring person and number and one requiring number and gender.
This type of split is to be contrasted with one where the feature signature is the same but the
morphological form differs (as when one segment has a stem mutation and the other does
not); (i) motivated (following a boundary motivated from outside the paradigm, such as
singular---plural) versus purely morphology--- internal (‘morphomic’); (iii) regular, extending
across the lexicon, versus irregular (lexically specified); (iv) externally relevant versus
irrelevant: we expect splits to be internal to the lexeme, but some have external relevance
(they require different syntactic behaviours). | identify instances of these four dimensions
separately: they are orthogonal, and therefore not dependent on each other. Their
interaction gives a substantial typology, which can be insightfully represented as a Boolean
lattice, with 16 possibilities. Drawing on a range of languages, including Archi, Georgian,
Kayardild, Krongo and Sanskrit, | demonstrate that the typology is surprisingly complete. All
the 16 possibilities specified by the typology are in fact attested. From the perspective of
classical typology, this could be seen as a disappointing outcome: there is no unattested cell
whose absence we should justify and attempt to explain. From a canonical perspective, the
typology offered a set of possibilities (some of which appeared highly unlikely), and this set
indicated the directions in which to look. In a sense, the typology provided the research
programme rather than being the result. The fact that a “complete typology” was established
is both surprising and significant. Furthermore, since the typology allows for the unexpected
patterns of behavior to overlap in particular lexemes, it helps us to recognize some
remarkable examples. Such instances show that the notion ‘possible word’ is more
challenging than many typologists have realized.



Creissels, Denis oral presentation

Theme session: typological hierarchies in synchrony and diachrony

The Obligatory Coding Principle (alias Obligatory Case Parameter) in diachronic
perspective

In the recent typological literature (Dixon 1994 and others), accusativity / ergativity is defined in terms
of S=A#£P vs. S=P#£A alignment, but morphological accusa®vity / ergativity can be viewed as a particular
case of a more general principle underlying the organization of verbal valency in languages that have
consistent S=A#P or S=P#A alignment, the Obligatory Coding Principle. According to this principle,
regardless of the number of arguments, the only available coding frames are, either (in ‘accusative’
languages) those including a term with coding properties identical to those of A, or (in ‘ergative’
languages) those including a term with coding properties identical to those of P. A formal elaboration
of this principle can be found in the generative literature under the name of Obligatory Case
Parameter.

I would like to present a paper discussing a particular type of diachronic process that may be
responsible for the development of coding frames contradicting the Obligatory Coding Principle in
languages with (quasi-)obligatory P-like coding: the univerbation of light verb compounds.

Some languages have a very high proportion of predicates expressed by means of light verb
compounds whose non-verbal element is a noun encoded like the P argument of typical transitive
verbs, and diachronically, there is a general tendency toward univerbation of light verb compounds.
When the nominal element of the compound is coded like a patient, this process converts a formally
transitive construction A(X)pV (where lower case ‘p’ symbolizes the P-like coding of a word that does
not represent a participant, and (X) refers to possible oblique terms representing additional
participants) into A(X)V, i.e. a construction with a participant coded like A and no participant coded
like P. In languages with obligatory A-like coding, this results in perfectly canonical constructions,
whereas in languages with obligatory P-like coding, the same process automatically results in the
emergence of constructions violating the Obligatory Coding Principle.

Two opposite tendencies can be observed among languages with oligatory P-like coding: either the
verbs resulting from the univerbation of pV compounds tend to maintain the exceptional coding frame
A(X)V, or they tend to regularize it. The first tendency is predominent in Basque. Basque makes a wide
use of light verb compounds whose verbal element is egin ‘do’, and in many cases, the light verb
compound is synonymous with a simplex verb whose root coincides with the non-verbal element of a
docompound, as in bultza(tu) / bultza egin ‘push’, or dirdira(tu) / dirdir egin ‘shine’. In most present-
day Basque varieties, the predominant tendency is that the simplex verb assigns to its arguments a
coding identical to that observed in the light verb construction.

The tendency toward regularization can be illustrated by Andic languages (Nakh-Daghestanian). For
example, in Andic languages, the translational equivalent of ‘listen to’ is either a light verb
construction whose etymological meaning is ‘fix ear at’, with the coding frame <ERG, ALL, abs>, or a
simplex verb resulting from the univerbation of this compound. In some of the languages that have a
simplex verb resulting from the univerbation of the compound “fix ear at’, this verb maintains the non-
canonical coding frame <ERG, ALL>, but in some others, its coding frame has been regularized as <ABS,
ALL>.

In my presentation, | would like to discuss a possible correlation with the distinction between strict
and loose ergative coding (Harris 1985).
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Cristofaro, Sonia oral presentation

Theme session: ‘Typological hierarchies in synchrony and diachrony’

The referential hierarchy: reviewing the evidence in diachronic perspective

The referential hierarchy, 1st person pronouns > 2nd person pronouns > 3rd person pronouns > kin >
human > animate > inanimate, has been accounted for in terms of a variety of factors, such as
animacy, topicality, definiteness and natural attention flow (Dixon 1979 and 1994, Comrie 1989,
DelLancey 1981, Corbett 2000, Song 2001, Croft 2003, among others). These explanations have been
proposed based on the synchronic association between individual factors and the presence of
particular constructions, independently of the diachronic processes that give rise to these
constructions in individual languages.

The paper discusses extensive cross-linguistic evidence about the possible diachronic origins of
three major phenomena that have been described in terms of the referential hierarchy, namely
alignment splits in case marking, hierarchical alignment, and the presence of singular vs. plural
distinctions for different NP types. This evidence poses several challenges both for the explanations
that have been proposed for the referential hierarchy on synchronic grounds, and for the very idea of
a referential hierarchy, in the sense of a scalar alignment of particular NP types that is relevant for
speakers and leads them to use different constructions for these NPs. In particular:

() The various constructions involved in alignment splits, hierarchical alignment, and the encoding
of singular vs. plural distinctions arise as a result of processes of context-induced reinterpretation of
particular source constructions (for example, the reinterpretation of various types of source elements
as markers of particular argument roles or plural markers, and the reinterpretation of cislocatives and
third person markers as inverse markers). These processes are based on highly specific contextual
relationships between the meaning of the source construction and that of the resulting construction,
rather than general factors pertaining to different NP types on the hierarchy such as animacy,
topicality, definiteness, or natural attention flow.

(i) The distributional patterns attested for individual constructions also do not appear to originate
from these factors. Rather, they reflect the distribution of specific source constructions. When a
construction is restricted to particular portions of the referential hierarchy (as is the case with some
case or plural markers, and inverse markers), it originates from a construction that is restricted in a
similar way. When the distribution of the source construction is unconstrained (as is the case with the
constructions that give rise to other case or plural markers), so is the distribution of the resulting
construction.

(iii) Different patterns pertaining to the same grammatical domain (for example, different
alignment patterns or different types of restrictions in the distribution of singular vs. plural
distinctions) originate from different diachronic processes, and the same holds for the various
instances of individual patterns in different languages, for example the various instances of
hierarchical aligment, or the various cases where a singular vs. plural distinction is limited to human or
animate nouns. This suggests that, contrary to the traditional view, the patterns described by the
referential hierarchy are not amenable to a unified explanation, and the hierarchy is best regarded as
a schema that is general enough to capture the outputs of several independent diachronic processes.
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Dahl, Osten / Walchli, Bernhard oral presentation

Disentangling the variability of the perfect gram type

Based on Dahl (1985) and Bybee & Dahl (1989) we assume that there are universal “gram types” in the
domain of tense and aspect. This paper focuses on one gram type: the perfect (e.g. the English Perfect
as in / have bought a car and the Indonesian sudah). Like Dahl (1985) we assume that perfects exhibit
similar distributions in parallel texts which is why a first step in compiling a sample of perfect grams is
to extract them from parallel texts by means of collocation measures (here the New Testament is
used).

However, at the same time as perfect grams are cross-linguistically similar, they also display
considerable cross-linguistic variability which can be roughly ordered into several thematic groups: (i)
semantic: perfects can be associated with “iamitive” (forms expressing ‘already’), hodiernal past,
evidential, experiental, and resultative; (ii) constructional: synthetic vs. analytic exponence, single
marker vs. distributed exponence, auxiliary-based, participlebased, adverb; (iii) combinatorial: special
negation strategy, mutual exclusion with some kinds of subordinate clause (e.g., Swabhili -me- cannot
occur in relative clauses), pluperfect (combination with past); (iv) diachronic: there are different
grammaticalization sources and the perfect grams are at different stages on the grammaticalization
cline (partly reflected by their frequency); and (v) example gram similar: the “Euro”-Perfect is different
from the “Sino”-Perfect and from the “Malayo”-perfect; etc.

We compile a database of perfect variability where each factor of variation is treated as a feature
of its own. Feature values are either measured in parallel texts or determined manually with reference
grammar data. This results in a data table of 100 languages from all continents and 20 features from
all five thematic groups outlined above. Unlike in conventional typological databases the default
assumption is that many features are correlated since they are all related by being associated with
perfect grams. Accordingly we do not use a stratified sample (there is no point in sampling languages
without a perfect), but even closely related languages are included since their small differences may
be relevant for better understanding the variability. The sample is determined by the availability of the
two different kinds of data sources used: electronic parallel texts (N.T.) and reference grammars. After
compiling the database we apply a posteriori sampling methods.

Rather than comparing each pair of features individually, statistical methods are used to reduce the
dimensionality of variability. The methods used are inspired by dialectometry and register analysis.
Our results so far suggest that grams do not fall into neatly delineated subtypes but rather form
clusters with graded membership. These clusters correlate to a certain extent with areal distribution
and genealogical affiliation (which are no input features for the aggregation analysis).
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Dediu, Dan oral presentation

Theme Session: Quantitative Linguistic Typology

Structural stability across methods, language families and geographic areas

Typological features vary in terms of their stability (Wichmann & Holman, 2009; Dediu, 2011), as do
meanings in the basic vocabulary (Pagel et al., 2007) and biological genes (Woese et al., 1990). This talk will
address the patterning of these differences in stability across language families, methods of estimation, and
geographical areas, using advanced quantitative methods.

First, the talk will show that despite the large number of conceptualizations and ways of estimating
structural stability, there is a general agreement across very different quantitative methods in what
features tend to be stable and which not (Dediu & Cysouw, in press). This empirical result is very important
and suggests that despite the inherent complexities involved in defining structural stability, there is exists a
cross-method latent characteristic that ranks features on a stability scale.

Then the focus will move on a particular such method which uses modern Bayesian phylogenetics
(Dediu, 2011; Dediu & Levinson, 2012) to estimate the stability of the structural features in WALS across as
many language families as possible. To guard against methodological and data coding biases, | used two
different software implementations (the off-the-shelf MrBayes 3 widely used in evolutionary biology, and
the custom-written BayesLang), two different coding of the WALS data (the original polymorphic and a
binary coding) and three genealogical classifications of languages (WALS, the Ethnologue, and
Hammarstrém's 2010 “orthodox” families). This quantitative method found that (i) there are cross-family
(universal) tendencies for some structural features to be more stable than others, but that (ii) there are
important inter-family differences in their ranking of features' stabilities, and, surprisingly, (iii) that there is
also large-scale among-families patterning of structral stability.

The first level (i) reinforces the idea that features are differently affected by the factors driving language
change across families and areas in that some features tend to be universally more stable. The second level
(i) simply shows that language family-specific factors have an important role to play. The intermediate
level (iii) seems to point to deep genealogical and areal relationships between families, such as the
similarity between language families within the Americas, and between those spanning the Americas and
North-East Eurasia, possibly reaching to a time-depth of at least 12,000 years ago.

Taken together, these findings suggest that structral stability can be measured across methods, and
that it is patterned at three levels: universal tendencies, large-scale among family, and between individual
families.
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Diessel, Holger / Schmidke-Bode, Karsten oral presentation

Word order correlations in the domain of complex sentences:
Syntactic processing and/or grammaticalization?

Word order correlations have been a central topic in linguistic typology for 50 years; but despite
intensive research some central questions regarding the nature and analysis of word order
correlations are still unresolved today (see Special Issue of Linguistic Typology 15, 2011). In this paper
we analyze new data from a typological project on clause and constituent order in complex sentences
in light of some central issues of the word order debate. Specifically, we investigate the correlation
between the position of subordinate clauses and the position of the subordinator (i.e.
complementizer, relativizer, subordinate conjunction). While this correlation is only indirectly related
to the VO/QV typology, it plays an important role in the theoretical literature on word order universals
(e.g. Hawkins 2004; Dryer 2009).

Earlier studies observed that the subordinator often occurs at the borderline between main and
subordinate clauses (e.g. Grosu and Thompson 1977); but this has never been systematically
investigated. Using data from a stratified sample of 106 languages, we examined the subordinate
markers of pre- and postnominal relative clauses, pre- and postverbal complement clauses, and pre-
and postposed adverbial clauses. In accordance with previous observations we found that postposed
subordinate clauses are commonly marked by an initial subordinator, whereas preposed subordinate
clauses typically include a final marker. The correlation is highly significant (Fisher exact p<0.01); but
deviant from the general trend, preposed adverbial clauses (notably if and when clauses) are also
often marked by an initial subordinator and some postposed subordinate clauses include a final
marker.

In a first step we analyze these data from the perspective of syntactic processing. Specifically, we show
that Hawkins’ processing theory of order and constituency accounts for nearly 80 percent of our data;
but while this theory implies that processing shapes linguistic structure over time, it does not explain
how this correlation may have evolved. In fact, as it stands the theory suggests that there is a set of
predefined categories, i.e. subordinate clauses, main clauses, and subordinators, and then processing
‘decides’ as to how these elements are arranged. But this is not a plausible scenario.

In a second step we argue that our data can also be explained by grammaticalization (cf. Givon 1975).
Specifically, we show that the position of the subordinator is determined by its position in the
diachronic source. For instance, it is well known that the subordinate markers of (some) complement
clauses are derived from quotative verbs. In the grammaticalization literature, this development is
commonly described as reinforcement; but syntactically it involves the reanalysis of two recursively
embedded subordinate clauses in which the higher level clause, i.e. the quotative clause, is reduced to
a subordinator, i.e. a complementizer. Since quotative clauses (often) function as some kind of
complement, they typically precede the main verb in OV languages and follow it in VO languages so
that preverbal quotative verbs develop into final markers of preposed subordinate clauses, whereas
postverbal quotative verbs are reanalyzed as initial complementizers of postposed subordinate
clauses.

The analysis we propose is parallel to the one that has been proposed for other word order pairs,
notably for the correlation between verb&object and auxiliary&verb (Bybee 1988). But unlike
auxiliaries, subordinators evolve from a wide range of sources so that the effects of
grammaticalization on word order are not immediately recognizable. Our analysis shows that the
developments of subordinate markers are extremely complex and diverse; but there are some very
common diachronic paths (for which we will provide quantitative data) that do not only account for
the above mentioned correlation between the position of subordinate clauses and the position of the
subordinator, but also for the ‘deviant cases’ that are unexplained by current processing theories (e.g.
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postposed subordinate clauses with final subordinate markers). Challenging the syntactic processing
account, we conclude that the phenomena investigated in this paper are more effectively explained by
local diachronic processes than by global processing principles.
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Dingemanse, Mark oral presentation

Theme session: Typological hierarchies in synchrony and diachrony

Implicational hierarchies and semantic typology: the case of
ideophones

Two analytically separate aspects can be distinguished in the study of typological hierarchies: first, the
discovery of structure by means of cross-linguistic comparison, and second, the explanation of
structure in formal or functional terms, from synchronic or diachronic perspectives. The first aspect
highlights methods: how do we design cross-linguistic comparison so as to facilitate the discovery of
typological hierarchies? The second highlights mechanisms: what processes do we posit to account for
these hierarchies (Cristofaro 2010)?

This paper considers these matters from the perspective of the emerging typology of ideophones:
marked words that depict sensory imagery, found in many of the world’s languages (Voeltz and Kilian-
Hatz 2001; Dingemanse 2012). Methodologically, ideophones pose an interesting challenge because
traditional linguistic practices largely fail to capture them (Blench 2010). How do we typologise
ideophones, and what kinds of cross-linguistic data can be feasibly collected? | show how stimulus-
based elicitation, sorting tasks, and collocational analysis can help, not just for ideophones but also for
other linguistic phenomenona not readily found described in grammars or dictionaries. In terms of
mechanisms, ideophones are interesting because they all fall within one semantic domain (sensory
imagery, broadly construed) and yet in different languages cover widely varying patches of this
domain, at least judging from the data currently available. Is this variation patterned, and if so, by
what mechanisms did it arise?

Various categorisations of ideophones have been proposed. Kilian-Hatz (1999) organises
ideophones according to a hierarchy of the senses, and Akita (2009) ranks ideophone types based on
the degree of lexical iconicity they exhibit. This paper unifies these perspectives by proposing an
implicational hierarchy of ideophone systems and specifying the mechanisms that shape this
hierarchy. At least three factors need to be distinguished: (1) the human sensory system, which sets
limits on the possibility space; (2) the nature of sensory input, which provides for frequency effects;
and (3) the semiotics of depicting sensory imagery in speech, which makes available different degrees
of freedom for different types of form-meaning mappings. This results in the following hierarchy:

[. SOUND < MOVEMENT < VISUAL PATTERNS < OTHER SENSORY PERCEPTIONS < INNER FEELINGS
AND COGNITIVE STATES

The hierarchy is implicational in the sense that having ideophones in a domain to the right implies
having ideophones in all domains to the left of it. It is consistent with the cross-linguistic data currently
available. As more data comes in (and here the methods outlined are crucial), it will likely be refined in
two ways. First, it is probably possible to make more fine-grained distinctions; second, we may find
that the hierarchy is not a simple linear sequence but a more multi-faceted semantic map. By
highlighting the twin aspects of methods and mechanisms, this paper is not only a contribution to the
typology of ideophone systems but also a contribution to the study of typological hierarchies and the
factors that shape them.
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Dingemanse, Mark / Enfield, Nick / oral presentation
Torreira, Francisco

Form and function of a possibly universal interjection for initiating repair

Everyday language use displays rules and regularities well within the purview of typology. We illustrate
this point with reference to other-initiated repair, an elaborate machinery for dealing with problems in
speaking, hearing and understanding found in every natural language so far investigated (Schegloff,
Jefferson, and Sacks 1977; Clark 1996). One cross-linguistically widespread strategy for initiating repair
on a previous turn is the use of an interjection like “huh?”. Consider the following example from
English. The interjection in line 2 initiates repair on the previous turn and elicits a repetition in the
following turn.

1 G ‘[t’s not too bad,
2- E Huh?
3 G ‘S not too bad,

Even though repair mechanisms are fundamental to communication everywhere, research so far has
focused on English and has not been comparative in scope. We report on a detailed investigation of
the interjection strategy as it occurs in video corpora of informal everyday conversation in a diverse
sample of 12 languages. Keeping sequential context constant, we examine over 200 tokens of the
interjection for onset, pitch, and vowel quality. We combine phonetic measurements with a rating
procedure to arrive at replicable judgements of the phonetic qualities of every single token. We find
that the phonetic form of the interjection is strikingly similar across languages: a monosyllable with at
most some glottal constriction at onset [h, 7], featuring an open non-high non-back vowel [a, &, ¢, 3,
9], often nasalized, and often produced with rising intonation. Typical tokens are [he ]in Dutch, [ ]
in Chintang (Kiranti, Nepal), [ ]in Siwu (Kwa, Ghana), [a ] in Cha“palaa (Barbacoan, Ecuador), and [
]in Lao (Tai, Laos).

We investigate several questions raised by the strong formal and functional similarities of this
interjection across languages. Are there reasons to consider this a word at all or is it simply a pre-
lexical grunt? Do all languages aim for the same generic form or do we find language-specific targets?
We consider the design of the interjection from the perspective of the linguistic systems it interacts
with and the interactional environment in which it is found, and conclude that both are key to its form
and meaning. Traditionally, the two main reasons for cross-linguistic similarities have been thought to
be shared inheritance or contact. In this study we propose another factor: common interactional
environments and their potential to exert selective pressure towards convergent evolution. This factor
is likely of far wider relevance in cross-linguistic typology than realised.
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Donohue, Mark oral presentation

The typology of syllable structure

Phonotactic complexity has been claimed to correlate with geography (Maddieson 2011). This talk
examines geographic and phonological correlates of phonotactic structure, based on a large and
detailed database of phonological variables.

Currently the major large sample of cross-linguistic information on syllable types is WALS (Dryer &
Haspelmath 2011). Only two maps, however, are dedicated to phonotactic questions, one
representing 469 languages, and one displaying 486 languages; we use a database with 1600
languages. More importantly, WALS’ description of syllable structure lacks granularity, with only three
categories used to account for all variation in onset and coda possibilities: a) simple (CV only); b)
moderately complex (CCV or CVC); and c) complex (freer than moderately complex).

More detailed divisions are not only possible, but desirable: the distribution of languages allowing
(C)VC or (C)VCC syllables is different from that of languages allowing (C)VCCCC syllables, for instance.
In particular, combining the two very different ‘moderately complex’ syllable types in b) collapses the
distinction between constraints on the onset and constraints on the coda, which have different
distributions.

We draw on a new compilation of sources, the World Phonotactics Database
(http://phonotactics.anu.edu.au). Using this database we test Maddieson’s claims about areal
distribution, examine the stability of phonotactic constraints in families and areas, and explore the
typological ramifications of syllable structure.
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Dryer, Matthew oral presentation

On the order of demonstrative, numeral, adjective and noun

Cinque (2005) proposes an account of the different frequencies of orders of demonstrative, numeral
and adjective with respect to each other and with respect to the noun among the languages of the
world in terms of movements starting with a universal underlying order of Dem-Num-Adj-N, based on
what is a possible movement and what types of movements are "marked" in his theoretical
framework.

This paper presents data based on a different sample, consisting of 404 languages, and proposes
an alternative account of the different frequencies, based on a set of surface principles, without
appealing to movement or a universal underlying order.

Cinque does not present actual number of languages but characterizes the number of languages of
each type informally in terms of expressions like "very many", "many”, "few", "very few", and
unattested, and his theory characterizes each type in terms of whether the type is unmarked, involves
one marked option, two marked options, or is disallowed. The data presented here provide a number
of empirical problems for his claims. First, four of the types that his theory disallows (Num-N-Dem-A,
Dem-ANum-N, Num-Dem-A-N, and N-Num-Dem-A) are attested in the present sample. Second, the
third most frequent type (after the two most frequent types Dem-Num-Adj-N and its mirror image N-
Adj-Num-Dem), namely Num-N-A-Dem, is a type that involves two marked options on Cinque's theory
and should therefore be fairly rare on his theory. | argue that, apart from the two most frequent types
and the unattested types, his theory does little better than chance in predicting the relative frequency
of the other types.

The alternative account | propose involves the following six principles:

1. Iconicity Principle 1: The adjective tends to occur closer to the noun than the
demonstrative when they occur on the same side of the noun.

2. Iconicity Principle 2: The adjective tends to occur closer to the noun than the
numeral when they occur on the same side of the noun.

3. Iconicity Principle 3: The numeral tends to occur closer to the noun than the
demonstrative when they occur on the same side of the noun.

4. Asymmetry Principle: The Iconicity Principles apply more strongly to prenominal
modifiers than they do to postnominal modifiers; exceptions to the Iconicity
Principles will occur only with postnominal modifiers.

5. Greenberg's Universal 18: When the descriptive adjective precedes the noun, the
demonstrative and the numeral, with overwhelmingly more than chance
frequency, do likewise.

6. Intra-Categorial Harmony: The demonstrative, numeral, and adjective tend to all
occur on the same side of the noun.

| show that the relative frequency of the different types in my sample is predicted very well by how
many of these six principles the language conforms to: (1) the two most frequent types satisfy all six
principles; (2) the five next most frequent satisfy exactly five principles; and (3) only two types
satisfying fewer than four principles are attested.
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Epps, Patience oral presentation

Motion, path, and topography in verbal constructions: An Amazonian perspective

The role of non-linguistic factors in shaping typological variation across languages has been only
minimally explored, and tends to be notoriously difficult to pin down (see, e.g., Evans 2003, Enfield
2002, Evans & Wilkins 2000, Sapir 1949: 26, Hill 2006: 619). This paper probes the relevance of culture
and environment in the domain of verbal lexicalization patterns associated with the encoding of
motion, manner, and path, in light of Talmy's (1985, 1991, 2000) familiar typology of 'verb-framed" vs.
‘satellite-framed’ languages (in which path and motion are encoded in the verb and manner
subordinated, or motion and manner are conflated and path expressed via a satellite, respectively).
Prior work has pointed out that non-linguistic factors may play a role in the encoding of motion events
(see Slobin 2000, 2004, inter alia), most notably involving environmental setting and local approaches
to orientation and movement within it (Wilkins 2004, Fortescue & Lennert Olsen 1992:215); however,
the extent to which these cultural and environmental factors are actually implicated in the cross-
linguistic expression of motion events remains little understood.

This paper considers the resources for encoding motion events in languages of the northwest
Amazon, paying special attention to the encoding of path, which is arguably particularly likely to reveal
culturally and environmentally relevant characteristics. The discussion focuses in particular on
Nadahup, Tukanoan, Kakua-Nukak, and Arawak languages of the Vaupés region, which share many
common grammatical structures due to pervasive contact (e.g. Aikhenvald 2002, Epps 2007, Gomez-
Imbert 1996). In these languages, motion and path are typically conflated in a single root (which
combines with manner in serial verb constructions); most notably, however, the expression of path is
also frequently conflated with information about topographic features of ground, usually relating to
waterways — which are of clear cultural and environmental salience in the region (see examples 1-3
below). This same topographic emphasis on water is evident in these languages' resources for
encoding spatial/directional information outside the verb; Hup in particular is known to have an
extensive set of water-related postpositions (a subset is listed in 4). Moreover, a comparative look at
expressions of motion events in languages of the larger northwest Amazonian region indicates that
topographic detail, particular relating to water, is in fact a fairly widespread typological feature, even
where lexicalization strategies themselves are variable. This discussion contributes to our
understanding of the role that cultural and environmental factors may play in shaping typological
distributions of linguistic features, and suggests that a further refinement of Talmy's typology of
lexicalization patterns should involve the inclusion of a topographic parameter in the linguistic
encoding of path.

(1) Tariana (Arawak; Aikhenvald 1999:57)
lama-pidana disa di-nu-pita
burn-rem.pst.rep 3sg.nonfem+go.upstream  3sg.nonfem-come-rep
‘It went upstream, burning.’

(2) Hup (Epps fieldnotes)
tih  Pot-ked-cop-y ?-ay-&h
3SG  cry-pass-go.from.waterway-TEL-INCH-DECL
‘She hurried crying from the river.’

(3) Kakua (Kakua-Nukak; Bolafios p.c. 2010)
kan fa-bu ?a-men-hah-beh-bip-na-ka
3sg.msc downriver-loc  3sg.msc-row-go.downriver-go-fut-imperf-?pres?
‘He will row downriver.’
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(4)  huyan 'submerged in water' (all other liquids: g’od-an)

potlah ‘upriver'

méeetlah ‘downriver'

délah ‘at waterway"'

wé?lah ‘on other side of waterway'

deh pdlah 'at edge of waterway'
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Evans, Nicholas / Greenhill, Simon oral presentation

Paradigms, diachronic typology, and language classification:
Bayesian phylogenetics and pronoun paradigms

There is growing interest in the use of typology in historical linguistics. One particularly promising
approach is to investigate relationships between tightly organised subsystems of language, as fractal-
like proxies for overall relationships. One such case was the investigation of Northeast Caucasian
languages by Cysouw & Forker (2009) who found close parallels between the phylogenetic
classification given by a typological classification of the case systems and that given by traditional
measures. However, the particular characteristics of Northeast Caucasian case systems prevent this
particular application from being generalisable to most other language families. Therefore we focus on
a linguistic subsystem — personal pronouns — which is found in all spoken languages.

This paper compares the architecture of attested pronominal systems. We develop a diachronic
typology of the stepwise pathways between them, and then harness this to a phylogeny to infer the
most parsimonious historical scenarios relating pronominal systems across a series of languages.

To get the right balance between informativeness and comparability, we focus on four (potentially)
distinct forms of each personal pronoun: those for the three core grammatical relationships (A, S and
0) and for the possessive pronoun (of course many languages will neutralise some of these
distinctions). These four values then combine with the system of person/number combinations as well
as other categories such as gender to give a paradigm. Within any pair of cells in the paradigm we
code a number of relationships ranging from totally distinct (e.g. we and our in English), total
syncretism (e.g. A=S in English he, S=0 for Nen b4 ‘he/she’; sg=du=pl in English you) to formal overlap
(e.g. me and my in English) to formal increment (e.g. Warlpiri ergative ngajuluriu from Warlpiri
absolutive ngaju(lu)). Taken together, these factors then give a vast ‘architectural design space’
formed by the product of all featural paradigms (in terms of feature combinations) with all formal
relationships between all cells within them.

Diachronic pathways between possible paradigms in the design space can then be modelled by
assuming they are achieved by (a) adding or subtracting features or combinations thereof (e.g.
neutralising inclusive/exclusive, or developing a distinct ergative form) (b) changing the formal
relationship between any two cells (e.g. from formal increment to formal overlap, or from distinct to
total syncretism). Once the set of possible pathways has been exhaustively elaborated, we can give
the evolutionary distance between any two paradigms by calculating the number of transformational
steps needed to get from one to another. We can then use a Bayesian phylogenetic methods to infer a
set of phylogenies based on the most parsimonious set of changes across the whole population of
paradigms.

The method will be tested against existing classifications of one well-known language family
(Austronesian) to determine its reliability, and then trialled as a heuristic classification for Australian
and Papuan languages (Trans-New Guinea and Morehead-Maro, plus selected outgroups).
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Fedden, Sebastian oral presentation

Multidimensional variation in person agreement:
evidence from Alor-Pantar languages

In Siewierska’s (1999) influential typology grammatical and anaphoric agreement are separated by an
intermediate type, ambiguous agreement. Haspelmath (2012) uses different terms for these types
(gramm indexes, cross indexes and pro-indexes) and emphasizes their sui generis nature. | use
variation in one family, the Alor-Pantar family of about 20 non-Austronesian languages spoken in
eastern Indonesia, to make two important points about person agreement. First, the different types
represent related phenomena and should not be treated as unrelated or sui generis. Even the
boundary between anaphoric and ambiguous agreement is not clearcut. Second, while the two
extremes of Siewierska’s typology serve as a good basis, the ambiguous type, which represents the
majority of languages with person agreement, should be articulated further to cover the significant
differences found in languages with it.

It is possible for some verbs to belong to the anaphoric type (Haspelmath’s pro-indexes) and others
to belong to the ambiguous type (Haspelmath’s cross indexes). In Adang (West Alor) verbs typically
either have a prefix obligatorily or they do not. This is arbitrary (Haan 2001), and what one might
expect for ambiguous or grammatical agreement. But there is still a split according to person.

Repetition of the argument is impossible for all pronouns (except third plural) (1a)-(1b), but not for
nouns (2a) and the third person plural pronoun (2b). Splits like this are familiar, of course (see Corbett
2006: 108).

(1) Adang
a. nife na-muning
our.mother 1SG-kiss
‘Our mother kisses me.’

b. *nife nari  na-muning
our.mother 1SG 1SG-kiss
‘Our mother kisses me.’

(2) Adang
a. na boi’-ah=am
1SG  pig 3-feed=PFV

‘| fed the pigs.’

b. na supi ’-ah=am
1SG 3PL 3-feed=PFV
‘| fed them.’

However, there is a small subset of Adang verbs (3a)-(3b) for which prefixation is not obligatory, so
that the complementary alternation between affix and pronoun typical of pronominal agreement is
possible.

(3) Adang
a. in n-eh
mosquito  1SG-bite
‘The mosquito bites me.’
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b. in nari eh
mosquito  1SG bite
‘The mosquito bites me.’

The examples in (3) look like an anaphoric system, but clearly share the constraint on co-occurrence of
prefix and pronoun found in the system illustrated in examples (1) and (2), which looks more like an
ambiguous system.

Support for the view that the ambiguous agreement type needs further articulation can also be
found in other Alor-Pantar languages. In Teiwa (Pantar) there are striking differences in the extent to
which co-referential nominals are allowed. A corpus study revealed that prefixed verbs occurred 40%
of the time with the third person plural free pronoun, and rarely with the first person exclusive plural,
first person singular and third person singular. For the other person-number combinations,
coreference is impossible.

There is a broad continuum of phenomena which one could label agreement. Within each language
a variety of types can be observed, but these overlap in the properties they share. The Alor-Pantar
languages show that typology must articulate the space between the two extremes.
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Forker, Diana oral presentation

Subject anaphors and agreement

Most linguists seem to agree that in reflexive and reciprocal constructions of accusative as well as of
ergative languages the controller of the reflexive or reciprocal pronoun must be the most prominent
argument (i.e. higher on a hierarchy of grammatical roles), whereas the pronoun itself must be a less
prominent argument (Chomsky 1981, Dixon 1994). Similarly, it has been claimed that anaphors do not
trigger agreement (Woolford 1999). However, Daghestanian languages provide fascinating data that
violate such proposed universals regarding the syntactic alignment in reflexive and reciprocal
constructions. For instance, in Icari Dargwa there is a choice between the canonical reflexive
construction for transitive verbs (1), whereby the controller is in the ergative case (agent), and the
pronoun is in the absolutive case (patient), and the unusual pattern involving a ‘reversal of
grammatical roles’ (2).

(1) murad-il  cinna_ca-w  w-alX:-a=ca-w
Murad-ERG REFL-M[ABS] M-feed:IPFV-PROG=COP-M
‘Murad is earning his own living.” (lit. ‘is feeding himself’)

(2) murad cinna_cinni w-alX:-a=ca-w
Murad[ABS]  REFL.ERG  M-feed:IPFV-PROG=COP-M
‘Murad is earning his own living.” or ‘As for Murad, he is earning his own living.’

In my talk, | will first provide a descriptive account of reflexive and reciprocal constructions in a
number of Daghestanian languages by considering parameters that determine the ‘reversal of
grammatical roles’: (i) the form of the pronouns (simple vs. different types of complex pronouns), (ii)
the valency type of the predicate (canonical transitive, affective, extended intransitive), (iii) the
grammatical role of the controllers and the pronouns (S, A, P, experiencer, stimulus, hon-canonical
agent, other), and occasionally (iv) word order. Most of the data has been gathered by the author
during fieldwork in Daghestan.
In the second part | will examine previous analyses of the Daghestanian data and of quirky reflexive
and reciprocal constructions in other languages (Anagnostopoulou & Everaert 1999, Amiridze 2003). |
will show that Yamada’s (2004) proposal to analyze sentences similar to (2) as intransitive cannot be
maintained. Instead, it is possible to analyze the ‘reversal of grammatical roles’ building on Ljutikova
(1997). The difference between (1) and (2) must be explained through the historical development of
the constructions and subtle pragmatic differences. In (2) the antecedent NP behaves similar to left-
dislocated NPs (e.g. it bears the unmarked case) and only the reflexive is a true argument of the
predicate ‘feed’ (see the translation). This is supported by the fact that in Icari Dargwa simple reflexive
pronouns are also used to establish coreference between clauses (Sumbatova & Mutalov 2003: 167-
168).

The talk concludes by proving that anaphors in Daghestanian languages trigger verbal agreement in
gender and number (1) and thus contradict the anaphor agreement effect, but the agreement is
rather different from the person agreement in familiar European languages.

References

Amiridze, Nino. 2003. The anaphor agreement effect and Georgian anaphors. In Claire Beyssade, O.
Bonami & P. C. F. Cabredo Hofherr (eds.), Empirical issues in formal syntax — and semantics 4, 99-114.
Paris: Presses de l'université Paris-Sorbonne.

Association for Linguistic Typology 10th Biennial Conference (ALT 10) — 2013 August 15-18, Leipzig



Anagnostopoulou, Elena & Martin Everaert. 1999. Towards a more complete typology of anaphoric

expressions. Linguistic Inquiry 30. 97-1109.

Chomsky, Noam. 1981. Lectures on Government and Binding. Dordrecht: Foris.

Dixon, Robert M. W. 1994. Ergativity. Cambridge: Cambridge University Press.

Ljutikova, Ekatarina A. 1997. Refleksivy i émfaza. Voprosy jazykoznanija (6). 49-74.

Sumbatova, Nina R. & Rasul O. Mutalov. 2003. A grammar of Icari Dargwa. Minchen: Lincom
Europa.

Woolford, Ellen. 1999. More on the anaphor agreement effect. Linguistic Inquiry 30. 257-287.

Yamada, Hisanari. 2004. On the ergative reciprocal tsotsaz construction in Standard Avar. Talk at the
LENCA2 conference, University of Kazan.

Association for Linguistic Typology 10th Biennial Conference (ALT 10) — 2013 August 15-18, Leipzig



Frajzyngier, Zygmunt oral presentation

When a language codes affectedness

Background: The features ‘affectedness’ and ‘affect’ are usually linked with grammatical relations and
analyzed as semantic property correlated with the objects of transitive verbs (Van Valin 2005: 57) and
as potential entailments of the subjects of unaccusative verbs (Perimutter 1978, Dowty 1991, Levin
and Rappaport Hovav 1994). Dixon 2010: 98 considers ‘Affect’ to be a property of certain verbs, e.g.
‘hit’, ‘burn’.

The question and the hypothesis: Mina has two means of marking the last clause of an episode. The
question is what the choice of means codes. The hypothesis is that it codes a distinction between the
affected subject and all other subjects.

The larger goal: The study demonstrates that the coding of affectedness is different from the
interpretation of the properties of an argument as affected, as has been done in much of the
literature so far. The analysis herein (based on fieldwork) is quite different from the one in Frajzyngier
et al. 2005. The study shows that affectedness in Mina is not a feature shared by objects of transitive
verbs and subjects of unaccusative verbs, as often claimed in contemporary literature, but rather is a
feature marked by a specific formal means, m Verb-yi, which codes the following real-world
characteristics: changes in the existential status of the subject (e.g. disappearance) (ex. 1); changes in
the physical form of the subject (ex. 2); and displacement of the subject (ex. 3a-b). The function coded
by the formal means m Verb-yi is called here ‘affectedness predication’. The demonstration of the
existence of this type of predication is a contribution to the typology of semantic features that can be
coded by the grammatical system of a language.

The argumentation: The affectedness predication can have only one argument, the subject, as
evidenced by the use of subject pronouns (ex. 3b). The subject may be controlling or not (ex. 1-3),
hence the feature [control] plays no role in the affectedness predication. The verb in the affectedness
predication may be inherently intransitive or transitive, hence affectedness is not a correlate of
transitivity (ex. 1-4) and for the same reason it is not a passive construction.

An entity that is part of a larger object undergoing an event in the real world cannot be the subject
of the affectedness predication. Thus, the clause ‘he cut off the leg of goat’ (ex. 5a) cannot be
followed by an affectedness predication with ‘leg’ as the subject (ex. 5b), but it may be followed by an
affectedness predication with ‘goat’ as the subject, viz. ‘the goat is cut’ (ex. 5c).

Inherently transitive verbs that do not imply affectedness cannot occur in affectedness
predications. These include the verbs of perception (see, hear, smell), cognitive verbs (know, think,
forget), and even physical-contact verbs that do not inherently affect the form of the object (beat,
touch). The affectedness predication is not stative, as stativity is a separate function coded by the
construction m V1-V1.

Implications: The existence of the affectedness function in Mina correlates with the absence of the
passive function in the language. The causal interpretation of this correlation may be that the feature
[affectedness], in addition to its function with intransitive verbs, subsumes the prototypical semantic
characteristics of the subjects of passive clauses in languages that have passive constructions. Mina
has separate formal means to topicalize arguments.

(1) “yam mé  shibit-i na lakwat zd
water REL disappear-AFF PREP pond EE
‘the water has disappeared in the pond’ (EE ‘end of event’)

(2) ms rébi  ka

REL bend-AFF CONC
‘he/itis bent’ (CONC ‘speaker’s concern)
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(33)

(3b)

(%)

(33)

(5b)

(5¢)

md kim kim zd cikid ma3 ndsv-yi zd
REL listenlisten COMP  sesame REL fall-STAT EE
‘The one who was good at listening said, “A sesame seed fell down.”™

53 m_ ydr-a-y nd zd
1SG REL wander-GO-AFF ? EE

'l have come back (without having succeeded)’ (in hunting, for example)

kddédm mé  kap-i za
calabash REL break AFF
‘the calabash broke’

a pan  ngaz 3 nkwad
35G cut leg GEN goat
‘he cut off the leg of goat”.

*ngaz t3 nku m pan-i za/ka
leg GEN goat REL cut-AFF EE/CONC
for ‘the leg of the goat is cut’ or any other meaning
nki m pan-i ka
goat REL cut-AFF CONC

the goat has been quartered’
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Gardani, Francesco oral presentation

Affix pleonasm—towards a typology of a multifaceted
phenomenon

Pleonasm is a pervasive phenomenon that occurs at all levels of linguistic analysis and language
processing, including discourse, the lexicon, morphology, and syntax. Pleonastic formations are
attested in a wealth of languages and, within each language, at several stages of its evolution.
Therefore, pleonasm is an ideal candidate both for the investigation of individual languages and for
large cross-linguistic studies. While a few case studies on single languages have been published (e.g.
Stolz 2010), no work committed to this multifaceted phenomenon from a typological orientation has
been produced hitherto (nor do Haspelmath 1993 and Lehmann 2005 constitute any exception, for
the former focuses on the subtype of externalized inflection, and the latter is rather concerned with
providing a general theoretical frame of pleonasm in language, and inevitably has a quite constrained
empirical foundation).

The present paper aims to contribute a first step towards a typology of pleonasm, in terms both of
the range of features/meanings/functions which are realized pleonastically, and the rich evidence that
the languages of the world provide. The focus is on pleonastic affixation in both inflectional and
derivational morphology. The empirical basis is a large body of data drawn from a variety of
typologically heterogeneous languages.

The paper attains the following goals: Firstly, it provides a precise definition of affix pleonasm by
constraining its conceptual scope based on semantic and functional (i.e. morphosyntactic) motivation;
secondly, it distinguishes two main types of pleonastic realization, viz. implicit pleonastic marking, e.g.
the addition of the overt feminine marker -aa to inherently feminine nouns in Hausa (Newman 1979),
vs. explicit pleonastic marking, e.g. the Modern Greek manulitsa ‘mommy’, which is formed via
diminutivizing -ul(a) + -its(a) suffixation of the base man(a) ‘mother’; thirdly, it details the realizational
scope of affix pleonasm with respect to: (a), the areas of grammar in which it occurs, viz.
morphosyntactic features, such as case, number, gender, person, and a wealth of derivational
formations, including the agent nouns, abstract nouns, processes of intensification, among many
others; (b), the parts of speech which it affects, viz. nouns, adjectives, verbs, adjectives, and
conjunctions; and, (c), the position that pleonastic affixes assume, viz. suffixes before interfixes and
infixes.

In light of the evidence provided, the paper suggests that neither a purely diachronic nor a purely
synchronic perspective helps us properly understand the dimension of affix pleonasm in terms of its
motivations and psycholinguistic salience. Rather, a gradual variationist approach is propelled forward,
in order to be able to account both for sociolectal and idiolectal variation, and the role that pleonasm
plays in language acquisition, intermediate evolutionary stages (e.g. along the path of
grammaticalization), and language contact.
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Geer, Leah C. poster

A cross-linguistic examination of the Symmetry & Dominance Constraints

It has been suggested that the Symmetry and Dominance (S&D) Conditions, proposed by Battison (1)
to describe the restrictions on signs produced with two hands are universal across signed languages
(2). Yet, while Battison himself never claimed S&D to be universal, they are often presumed to hold
cross-linguistically. The Symmetry Condition stipulates that for signs in which both hands move, the
hands should be specified for the same configuration. The Dominance Condition requires that signs in
which the hands do not bear the same configuration, the weak hand must bear an unmarked
handshape and must remain passive; only the dominant hand can move. To assess whether it is
reasonable to assume S&D can be applied to other languages, | evaluate data from a sample of nine
sign language dictionaries (Brazilian, Chinese, Dutch, French, Italian, Hong Kong, Nicaraguan, Indian,
and Mongolian) and discuss the types of violations exhibited in each language and the implications for
S&D. | argue that the typological variation in data can be productively accounted for using Optimality
Theory (OT) and building from recent work by Eccarius (3)
in this framework.

From 3,454 signs, 100 S&D violations were identified.
Violations fell into four main categories: signs with unified
hand configuration (where both articulators move but do
so together, like the ASL signs LEAD (Fig. 1 a) and TAKE -
RIDE (Fig. 1 b), signs in which a marked base handshape

was used, signs in which both hands move but the

movement is not unified, and signs which violated S&D in {a) LEAD (b) TAKE-RIDE
some other manner. . . R :

The data show that each language has signs which Flgum I S&D violations in ASL
violate S&D, but the extent to which this is allowed varies. For example, French, Nicaraguan and Italian
SLs had fewer than 2% of S&D violations, while Chinese exhibited more than 10%. Trends emerged in
the data with respect to the types of violations each language exhibited. One way to capture these
patterns and to predict which types of violations will surface in different languages is to use OT. Prince
& Smolensky’s (4 ) model assumes that formational constraints that govern well-formedness can be
ranked differently across languages yielding different types of outcomes; in this case a typology of
two-handed signs. Eccarius suggested one type of faithfulness constraint necessary to account for sign
language data is faithfulness to some real-world entity being depicted with the hands. Such an
analysis, given the right constraints, can account for the S&D violations in the present investigation
(Fig. 2 ). This tableau represents a constraint ranking necessary to demonstrate a language which
allows the two hands to bear different configurations only if both hands move together. The first and
second constraints, IDENT UNIF and IDENT SF reflect faithfulness to real-world referents.
Respectively, taking a ride in a vehicle necessitates both entities move together and the H handshape
on the dominant hand represents a two-legged entity. The third constraint, a markedness constraint,
reflects a dispreference for hands bearing different configurations, but because the other constraints
rank above it, it is violated in this instance and others throughout the dataset analyzed here.

Fig. 1b [TAKE-RIDE(C:H)] || IpENTUNIF | IDENTSF | *DHrFHS
8. B TAKE-RIDE(C:H) *
b. TAKE-RIDE(C:C) *|
C. TAKE-RIDE(C:H only H moves) |
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Figure 2: Tableau demonstrating the ranking IDENTUNIF»IDENTSF»*DIFFHS. Letters in parentheses
indicate the handshapes each hand assumes in the production of the sign for the different candidates.
IDENTUNIF states that corresponding elements between external referent contrasts and output
contrasts should have comparable amounts of unification, IDENTSF states corresponding segments
between external referent contrasts and output contrasts should have identical Selected Finger
combinations (3), and *DIFFHS states that hands must be specified for the same configuration.
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Gil, David oral presentation

Social and Grammatical Complexity: Language Spread and TAM
Marking

A naive layman's view would have it that more complex societies have more complex
languages. Professional linguists have rejected this view, initially by adopting the dogma that
all languages are of equal grammatical complexity, and more recently with proposals by
McWhorter, Trudgill and others to the effect that languages of large nation states actually
tend to be simpler than their counterparts associated with smaller speech communities. This
paper, however, argues that in one domain at least, the original naive layman's view is
factually correct.

This paper presents empirical evidence for a correlation between language spread and Tense-
Aspect-Mood (TAM) marking. A typological study of 868 languages distinguishes between two
grammatical types:

(1) TAM marking
(@) obligatory: if all basic declarative affirmative main clauses contain an overt
grammatical expression of at least one TAM category
(b) optiona: if basic declarative affirmative main clauses may occur without any overt
grammatical expression of any TAM categories

Worldwide, both types enjoy widespread distribution, though with striking areal patterns: a
large contiguous area of obligatory TAM marking encompasses East and North Africa plus
West, North and South Eurasia, while another large area of optional TAM marking includes
Mainland and Insular Southeast Asia plus parts of Western New Guinea.

The occurrence of obligatory TAM marking correlates positively with languages that belong to
large genealogical families that have, at some time in the past, undergone spread over
extensive land masses. Quantitatively, this correlation can be demonstrated by assigning to
each language various indices representing the size of its genus and/or family in accordance
with various databases such as WALS or Ethnologue. Qualitatively, this correlation can be
observed in specific families or regions characterized by a mix of spread and other languages.
For example, within the Niger Congo family, Bantu languages, a prime example of language
spread, are overwhelmingly obligatory TAM marking, while non-Bantu languages are majority
optional TAM marking. Similarly, in the greater New Guinea area, amongst the Non-
Austronesian languages, the one large spread family, namely Trans-New-Guinea, is almost
exclusively obligatory TAM marking, while families belonging to other smaller families are
majority optional TAM marking.

The correlation between language spread and TAM marking may thus be viewed as an
instance in which social and grammatical complexity correlate positively. Although seeming to
contradict the abovementioned proposals by McWhorter and Trudgill, there is in fact no
conflict, since the correlations apply at different historical stages. For example,
complexification and the development of obligatory TAM marking would have occurred at the
earliest stages of Indo-European if not before, while simplification takes place much later as
English becomes a "Non-Hybrid Conventionalized Second-Language™ and its descendant
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creole varieties then move from obligatory to optional TAM marking. In conclusion, it is
suggested that the correlation between social and grammatical complexity demonstrated
here may provide a model for similar developments in the realms of early child language
acquisition and in the evolution of human language itself.
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Gildea, Spike oral presentation

Theme session: Typological hierarchies in synchrony and diachrony

Motivated versus unmotivated pathways in the evolution of main
clause alignment patterns

Blevins (2004) and Givon (2008) argue that if we can explain synchronic linguistic patterns via their
origins, then we require no synchronic explanation (i,e,. a putative function that is served, or a
markedness hierarchy). This paper will discuss four distinct hierarchical alignment patterns, all of
which mark the relative places of certain referent (or NP) types on a referential hierarchy. In these
systems, personal indices on the verb cross-reference the higher-ranked of two core arguments.
Sometimes the lower-ranked argument occurs marked as an oblique (OBVIATIVE) and sometimes a
DIRECT/INVERSE morpheme indicates the role of the verbal index.

We examine the diachronic sources of each of these patterns in four languages: Panare (Cariban,
Venezuela), Potosino Huastec (Mayan, Mexico), Arizona Tewa (Tanoan, USA), Reyesano (Tacanan,
Bolivia).

Both Panare and Huastec show a situation where loss of a prior third person morpheme creates a
single indexation slot, which is then filled solely by the SAP prefix, thereby creating an unmotivated
synchronic hierarchy. In Panare (Payne & Payne 2013), distinct person prefixes index first and second
person (SAP) A and P, but not third person except when there is no SAP core argument. The 2P prefix
occurs when 1A acts on 2P, the 2A prefix and the 1P proclitic when 2A acts on 1P. A prefix y- INVERSE’
also occurs when 3A acts on SAP P. To create this alignment, Panare lost a 3P prefix from Proto-
Cariban, changed from a neutral 1A2P/2A1P form, and reduced the distribution of *i- ‘relator’ to
create y- ‘inverse’. In Potosino Huastec (Zavala 1994), the pan-Mayan ergative (Set A) and absolutive
(Set B) prefixes are augmented by an inverse-like morpheme (ta-, possibly a cislocative); the 3B form
was already - and the 3A form changed from in- to -, creating a fairly typical-looking hierarchical
system. Colonial records show that the addition of ta- came first (already in place by 1767), with in-
‘3A’ lost since then.

In Reyesano (Guillaume 2011), second position SAP person clitics became verbal prefixes (invariant
for role), interacting with a prior 3A person suffix (which somewhat resembles an inverse morpheme).
The set of clitics did not have a third person form, so the absence of third person forms in verbal
prefixation again appears to be incidental.

In contrast, the Arizona Tewa system appears to come from a functionally motivated source.
Arizona Tewa (Zufiiga 2006) develops hierarchical indexation by reanalysis of a passive clause as the
obligatory means of indicating an inverse situation, that is, where 3A acts on SAP P. Thus, the person
indexes on the verb reflect only the SAP, but they differ for SAP A (< transitive subject) and SAP P (<
passive subject) and third person has differential case: 3A is marked as obviative (< agent of passive)
or unmarked (< transitive subject) depending on person or topicality of P. This alignment of form and
function is motivated by discourse topicality (as predicted by Givon 1994).
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Good, Jeff oral presentation

Theme session: Linked Data in Linguistic Typology

Fine-grained typological investigation of grammatical constructions using Linked
Data

Overview: This talk discusses the use of Linked Data to create a database of grammatical
constructions, emphasizing the potential advantages of Linked Data in such a context and clarifying
the extent to which the technology is ready to be utilized more generally for typological work. Unlike
many prominent projects making use of Linked Data (e.g., Nordhoff 2012), the technology was not
chosen specifically to facilitate interoperation with other datasets but, rather, because it was well
suited to model grammatical objects of theoretical interest. The details of this work, therefore, should
be of value both to those interested in data interoperation and to those engaged in more traditional
typological investigation.

A database of templates: Linearization templates—that is, grammatical devices describing
unexpected patterns of linear stipulation—do not lend themselves to straightforward typological
classification due to their heterogenous nature, ranging from Semitic CVskeletons, to Athabaskan
position-class morphology, and beyond (Good 2011). Describing templates in ways which allow them
to be rigorously compared, therefore, requires a flexible and easily extendable database system.

Bickel (2010) deals with comparable concerns for clause-linkage constructions by adopting a
“multivariate” approach. This involves the development of an extensible database that allows for the
coding of an open-ended range of patterns of variation as they are discovered. Bickel’s specific
implementation is effectively based on a model where a construction is conceptualized as a “bag” of
feature-value pairs. This approach is appropriate for his dataset but requires refinement to be applied
to a database of templatic constructions. This is because, in addition to encoding a template’s holistic
properties, it is clearly also desirable to encode fine-grained structural relations among its
subcomponents.

The role of Linked Data: Formal syntactic approaches making use of feature structures like HPSG
(Sag et al. 2003) provide well-developed solutions for encoding structural relations in the form of
nested attribute-value matrices. However, associated implemented systems (e.g., Copestake 2002) are
designed to describe grammars of individual languages rather than for cross-linguistic investigation.
Linked Data, by contrast, can both readily encode nested attribute-value matrices and allow for data
to be straightforwardly embedded within an ontology, facilitating rigorous comparison. It is, therefore,
an excellent tool for describing templatic constructions typologically and, indeed, for any type of
grammatical construction that can be modeled using sets of nested attribute-value pairings.

The Linked Data database of templatic constructions forming the basis of this talk was created
using the readily available Protégé tool and is stored in an XML format which can be queried for
typological purposes using existing code libraries. A fortunate byproduct of the use of Linked Data is
that the database is immediately available in an open, interoperable format, lowering technical
barriers to data sharing. Thus, a technology originally chosen for its expressive power also has
important advantages with respect to data reusability. While the skillset required to exploit the
relevant technologies is not yet common among typologists, it is not obviously more complex than
what is needed to use the popular R statistical programming language, meaning the barriers are not as
high as they may otherwise seem.
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